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Executive Summary

This report describes a new set of secure multi-party computation protocols that were designed
by the members of the PRACTICE project. The main goal of these protocols is to enhance the
performance and scalability of the available secure multi-party computation solutions, in order
to address the needs of the field, which were described in Deliverable D11.2 of this project.
The results that are presented in this report have been published in multiple research papers
at top-tier conferences.

The first chapter of this report is an introduction. The second chapter describes new methods
for generic multi-party computation (generic meaning that these methods can be used for
computing arbitrary functions). The third chapter describes improvements to different tools
and primitives that are used in secure computation. These improvements affect the performance
of each secure computation protocol that will use these tools. The fourth chapter of this
report describes new protocols for order preserving encryption, that is a crucial tool for storing
encrypted databases and then performing queries on the encrypted data. The fifth and final
chapter describes new methods for computing private set intersection, which is a secure protocol
which, rather then being generic, solves a specific problem of high interest.
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Chapter 1

Introduction

The main task of WP13 is the specification and design of new protocols, which are intended
to improve the state-of-the-art in secure multi-party computation, in directions that are most
relevant to secure computation in the cloud. Deliverable D11.2 of WP11 (An evaluation of
current secure computation protocols) identified two main issues where current protocols are
lacking: (1) the scalability of protocols for generic secure computation, and in particular pro-
tocols that are secure against malicious adversaries; (2) there are specific tasks, specifically
private set intersection (PSI), where generic protocols are considerably less efficient (perhaps
by orders of magnitude) than is required.

The work that is described in this deliverable was carried out by many members of WP13.
The work mostly focused on addressing the two issues that were highlighted by deliverable
D11.2. Most of the results that were achieved improved the performance and scalability of
protocols for generic secure computation. Other results dramatically improved the state-of-
the-art protocols for specific tasks, particularly for private set intersection (PSI), and for order
preserving encryption, which is an essential tool for secure database queries.

The results that are described in this deliverable were published in the most prestigious con-
ferences in security, as is detailed in Section 1.2.

1.1 Contents

Chapter 2 describes new methods for generic multi-party computation (generic meaning that
these methods can be used for computing arbitrary functions). These new methods has consider-
able improved efficiency compared to the former state of the art. Section 2.1 describes a version
of Yao’s secure computation protocol, which is currently the basis for most secure computation
solutions. The new protocol makes use of a new garbling method, which is based on standard
assumptions (whereas previous state-of-the-art garbling methods depended on less established
cryptographic assumptions). Section 2.2 describes the first constant round secure multi-party
computation protocol that is secure against malicious adversaries and has an efficient con-
crete overhead. Section 2.3 describes a framework for efficient mixed-protocol two-party secure
computation: secure computation protocols typically use either arithmetic circuits, where the
primitive operations are addition and multiplication, or boolean circuits, where the primitive
operations are XOR and AND. Each of these protocol types is better at computing different
types of functions. The new framework is the first to enable easy and efficient computation
which combines protocols of both types.

Chapter 3 describes improvements to different tools and primitives that are used in secure com-
putation. These improvements affect the performance of each secure computation protocol that
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will use these tools. Section 3.1 describes a new and extremely simple oblivious transfer proto-
col. Section 3.2 describes the first efficient oblivious transfer extension protocol that is secure
against malicious adversaries. Section 3.3 describes an efficient implementation of protocols of
the GMW family using hardware tokens. Section 3.4 described a new protocol stack for secure
unsigned arithmetic computation for two parties, supporting more basic operations than just
addition and multiplication, and thus supporting more efficient implementations. Two-Party
Unsigned Arithmetic Based on Additive Secret Sharing Section 3.5 describes how to use garbled
circuits for running very efficient zero-knowledge proofs of non-arithmetic statements.
Chapter 4 describes two new protocols for order preserving encryption, that is a crucial tool
for storing encrypted databases and then performing queries on the encrypted data. The first
protocol, in Section 4.1 improves the performance of the currently available order preserving
encryption protocols. The second protocol, in Section 4.2, achieves a strictly stronger notion of
security than any other order-preserving encryption scheme.

Chapter 5 describes improved new methods for private set intersection, that are based on using
oblivious transfer extension and advanced hashing schemes. The chapter describes detailed
experiments showing a performance improvement of more than an order of magnitude.

1.2 Publications

The results described in this document were published in the following publications, which were
published in the top academic security conferences:

e Ad-Hoc Secure Two-Party Computation on Mobile Devices using Hardware Tokens. Daniel
Demmler, Thomas Schneider, and Michael Zohner. Usenix Security 2014.

e Optimal Average-Complexity Ideal-Security Order-Preserving Encryption. Florian Ker-
schbaum, and Axel Schroepfer. ACM Computer and Communication Security 2014.

e Frequency-Hiding Order-Preserving Encryption. Florian Kerschbaum, ACM Computer
and Communication Security 2014.

e ABY — a Framework for Efficient Mixed-Protocol Secure Two-Party Computation. Daniel
Demmler, Thomas Schneider and Michael Zohner. NDSS 2015.

e More Efficient Oblivious Transfer Extensions with Security for Malicious Adversaries.
Gilad Asharov, Yehuda Lindell, Thomas Schneider, and Michael Zohner. Eurocrypt 2015.

e The Simplest Protocol for Oblivious Transfer. Tung Chou and Claudio Orlandi. Latin-
crypt 2015.

e Efficient Constant Round Multi-Party Computation Combining BMR and SPDZ. Yehuda
Lindell, Benny Pinkas, Nigel P. Smart, and Avishay Yanai. Crypto 2015.

e Fast Garbling of Circuits Under Standard Assumptions. Shay Gueron, Yehuda Lindell,
Ariel Nof, and Benny Pinkas. ACM Computer and Communication Security 2015.

PRACTICE D13.1 Page 2 of 48
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Chapter 2

Improved Secure Computation
Protocols

2.1 Fast Garbling of Circuits Under Standard Assump-
tions

A highly important tool in the design of two-party protocols is Yao’s garbled circuit construc-
tion [59], and multiple optimizations on this primitive have led to performance improvements
of orders of magnitude over the last years. However, many of these improvements come at
the price of making very strong assumptions on the underlying cryptographic primitives being
used. The justification behind making these strong assumptions has been that otherwise it is
not possible to achieve fast garbling and thus fast secure computation. This work takes a step
back and examines whether it is really the case that such strong assumptions are needed. It
provides new methods for garbling that are secure solely under the well established assump-
tion that the primitive used (e.g., AES) is a pseudorandom function. The results show that in
many cases, the penalty incurred is not significant, and so a more conservative approach to the
assumptions being used can be adopted.

Many of the optimizations to garbled circuits come at the price of assuming strong assumptions
on the security of the cryptographic primitives being used. For example, the free-XOR technique
requires assuming circular security as well as a type of correlation robustness [17], the usage
of fixed-key AES requires assuming that AES with a fixed key behaves like a public random
permutation [10], reductions in the number of encryption operations from 2 to 1 per entry in the
garbled gate requires correlation robustness (when a hash function is used) and a related-key
assumption (when AES is used).

Typically, the use of such non-standard cryptographic assumptions is accepted only where
absolutely necessary. However, in practice, solid cryptographic engineering practices dictate
a more conservative approach to assumptions. New types of elliptic curve groups are not
adopted quickly, people shy away from non-standard use of block ciphers, and more. This is
based on sound principles, and on the understanding that deployed solutions are very hard to
change if vulnerabilities are discovered. In the field of secure computation, the willingness to
take any assumption that enables a faster implementation stands in stark contrast to standard
cryptographic practice. This work proposes to pause, take a step back, and ask the question
how much do non-standard assumptions really cost us and are they justified.
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2.1.1 The Results

This work constructed fast garbling methods solely under the assumption that AES behaves
like a pseudorandom function. In particular, it does not use fixed-key AES, and uses two AES
encryptions per entry in the garbled gates (since using just one encryption requires some sort of
related-key security assumption). In addition, it does not use the free-XOR optimiaion (since
this requires a non-standard circularity assumption). In brief, the following improvements are
presented:

e Fast AES-NI without fixing the key: AES-NI is a hardware instruction supported on
modern Intel chips, and implementing very efficient AES encryption. AES-NI can greatly
benefit from pipelining the blocks that need to be encrypted. In this new work it is shown
that, in addition to pipelining encryptions, it is also possible to pipeline the key schedule
of AES-NI, in order to achieve very fast garbling times without using a fixed key or any
other non-standard AES variant. Namely, the key schedule processing of different keys
can be pipelined together, so that the amortized effect of key scheduling on Yao garbling
is greatly reduced. Experiments (described below) show that this and other optimizations
of AES operations have become so fast that the benefits of using fixed-key AES are almost
insignificant. Thus, in contrast to current popular belief, in most cases fixed-key AES is
not necessary for achieving extremely fast garbling.

e Low-communication XOR gates: Over the past years, it has become apparent that
in secure protocols, communication is far more problematic than computation. The free-
XOR technique is so attractive exactly because it requires no computation but also no
communication for XOR gates. The paper provides a new garbling method for XOR gates
that requires storing only a single ciphertext per XOR gate; the technique is inspired by
the work of [45]. The computational cost is 3 AES computations for garbling the gate,
and 1-2 AES computations for evaluating it.

e Fast 4-2 row reduction: Since the free-XOR technique is no longer used, it is possible
to use 4-2 row reduction (GRR) on the non-XOR gates. However, the 4-2 row reduction
method of [53] that uses polynomial interpolation is rather complex to implement (re-
quiring finite field operations and precomputation of special constants to make it fast).
In addition, even working in GF'(2") Galois fields and using the PCLMULQDQ Intel
instruction, the cost is still approximately half an AES computation. The paper presents
a new method for 4-2 row reduction that uses a few XOR operations only, and is trivial
to implement.

The paper described implementations of these optimizations and compared them to the well
known JustGarble library which is based on non-standard assumptions [10]. There is no doubt
that the cost of garbling and evaluation is higher using the new and safer methods, since
they have to run AES key schedules, and we pay for computing XOR gates. However, within
protocol executions, the difference in performance is insignificant. This is demonstrated this
by running Yao’s protocol for semi-honest adversaries which has nothing but oblivious transfer
(for which the fast OT extensions of [3] are used), garbled-circuit evaluation and computation,
and communication.

Patent-free garbled circuits. Another considerable advantage of using the new method
for computing XOR gates with low communication is that it does not rely on the free XOR
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technique and thus is not patented. Since patents in cryptography are typically an obsta-
cle to adoption, the search for efficient garbling techniques that are not patented is of great
importance.

2.1.2 Experimental Results and Discussion

This work presented four tools that can optimize the performance of garbled circuits with-
out relying on any additional cryptographic assumption beyond the existence of pseudorandom
functions: (1) pipelined garbling; (2) pipelined key-scheduling; (3) XOR gates with one ciphertext
and three encryptions; and (4) improved 4-2 GRR for AND gates. It then conducted experi-
ments evaluating the performance of these methods — together and separately — and compared
their performance to that of other garbling methods.

Table 2.1 shows the time it takes to run the full Yao semi-honest protocol [59] on three different
circuits of interest: AES, SHA-256 and Min-Cut 250,000. The circuits have 6,800, 90,825 and
999,960 AND gates, respectively, and 25,124, 42,029 and 2,524,920 XOR gates, respectively. The
number of input bits for which OTs are performed are 128, 256 and 250,000, respectively. The
implementation of the semi-honest protocol of Yao utilizes the highly optimized OT extension
protocol of [3].

Assumption Scheme AES SHA-256 Min-Cut
VA-VA | VA-IRE | VA-VA | VA-IRE VA-VA
1 | Pipe-garbl; XOR-3; AND-3 (naive) 20 203 68 303 1947
PRF 2 | Pipe-garbl+KS; XOR-1; AND-3 16 200 54 236 1195
3 | Pipe-garbl+KS; XOR-1; AND-2 16 200 50 229 1047
4 | Pipe-garbl; free-XOR; AND-3 16 198 45 222 753
Circularity 5 | Pipe-garbl+KS; free-XOR,; AND-3 16 198 36 221 701
6 | Pipe-garbl4+KS; free-XOR; HalfGates 16 196 27 206 546
Public Random | 7 | Fixed-key; free-XOR; AND-3 16 196 27 214 596
Permutation 8 | Fixed-key; free-XOR; Halfgates 16 195 20 199 460

Table 2.1: Summary of experimental results (times are for a full semi-honest execution in millisec-
onds). The first row is for naive garbling. Rows 2,3,5 and 6 are based on our improvements. The rows
marked in boldface highlight the best schemes under each set of assumptions.

Assumption Scheme AES | SHA-256 | Min-Cut
1 | Pipe-garbl; XOR-3; AND-3 (naive) 95,772 398,562 10,574,640
PRF 2 | Pipe-garbl+KS; XOR-1; AND-3 45,524 314,504 5,524,800
3 | Pipe-garbl+KS; XOR-1; AND-2 38,724 | 223,679 | 4,524,840
4 | Monotone 24,262 300,250 3,983,114
Related key 5 | SAFEMON1 29,689 217,881 4,196,607
6 | SAFEMON2 37,989 203,266 | 3,771,621
7 | Pipe-garbl; free-XOR; AND-3 20,400 272,475 2,999,880
Circularity 8 | Pipe-garbl4+KS; free-XOR; AND-3 20,400 272,475 2,999,880
9 | Pipe-garbl4+KS; free-XOR; HalfGates | 13,600 | 181,650 1,999,920
Public Random | 10 | Fixed-key; free-XOR; AND-3 20,400 272,475 2,999,880
Permutation 11 | Fixed-key; free-XOR; Halfgates 13,600 | 181,650 1,999,920

Table 2.2: Summary of garbled-circuit size in number of ciphertexts, according to scheme. The
schemes are as in Table 2.1. (Note that for the related-key schemes, there is no single method that is
always best.)

The experiments examined eight different schemes, described using the following notation:
[pipe-garble] for the pipelined garbling method; [pipe-garble+KS] for pipelined garbling
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and pipelined key-scheduling; [fixed-key] where all PRF evaluations were performed using the
fixed-key technique described in [10]; [XOR-3] where XOR gates were garbled using a simple
4-3 GRR method; [XOR-1] where XOR gates were garbled using the new method of garbling
with one ciphertext; [free-XOR] where the free-XOR technique was used; [AND-3] where
AND gates were garbled using simple 4-3 GRR; [AND-2] where the new 4-2 GRR method was
used to garble AND gates; and finally, [AND-HalfGates] where the “half-gates" technique of
[62] was used to garble AND gates. Note that the half-gates method is only used in conjunction
with free-XOR since this is a requirement.

The first scheme in Table 2.1 is the most “naive”, where a simple 4-3 GRR was used for both
AND and XOR gates and the garbling was pipelined but not the key-scheduling. In contrast,
the last scheme is the most efficient as it uses fast fixed-key encryption and the half-gates
approach to achieve two ciphertexts per AND gates and none for XOR gates. However, this
scheme is based on the strongest assumption, that fixed-key AES behaves like a public random
permutation. The third scheme in the table uses all our optimizations together, and thus it
is the most efficient scheme that is based on a standard PRF assumption. The sixth scheme
in the table shows the best that can be achieved while assuming circularity and related key
security, but without resorting to a public random permutation.

The experiments were performed on Amazon’s c4.8xlarge compute-optimized machines (with
Intel Xeon E5-2666 v3 Haswell processors) running Windows. The measurements include the
time it takes to garble the circuit, send it to the evaluator and compute the output. Since
communication is also involved, this measures improvements both in the encryption technique
and in the size of circuit. Each scheme was tested on the three circuits in two different settings:
the Virginia-Virginia (VA-VA) setting where the two parties running the protocol are located
at the same data center, and the Virginia-Ireland (VA-IRE) setting where the physical distance
between the parties is large. Each number in the table is an average of 20 executions of the
indicated specific scenario.

The table rows marked in boldface highlight the best schemes under each set of assumptions.
Looking at the results, the following observations can be derived:

e Best efficiency: As predicted, the fixed key + half-gates implementation (8) is the
fastest and most efficient in all scenarios. (This seems trivial, but when using fixed-key
AES, the eval procedure at AND gates requires one more encryption than in a simple
4-3 GRR. Thus, this confirms the hypothesis that the communication saved is far more
significant than an additional encryption, that is anyway pipelined.)

e Small circuits: In small circuits (e.g., AES) the running time is almost identical in all
schemes and in both communication settings. In particular, using the new optimizations
(3) yields the same performance result as that of the most efficient scheme (8), in both
the VA-VA and VA-IRE settings. This is due to the fact that in small circuits, running
the OT protocol is the bottleneck of the protocol (even if optimized OT-extension [3] is
used). This means that for small circuits there is no reason to rely on a non-standard
cryptographic assumption.

e Medium circuits: In the larger SHA-256 circuit, where the majority of the gates are
AND gates, there was a difference between the results in the two communication settings.
In the VA-VA setting the best scheme based on PRF alone (3) has performance that is
closer to that of the naive scheme (1) than to that of the schemes based on the circularity
or the public random permutation assumptions (schemes 6 and 8). In contrast, in the VA-
IRE setting the PRF based scheme performs close to schemes 6 and 8. This is explained
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by observing that when the parties are closely located, communication is less dominant
and garbling becomes a bigger factor. Thus, garbling XOR gates for free improves the
performance of the protocol. In contrast, when the parties are far from each other,
communication becomes the bottleneck, thus the PRF based scheme (3) yields a significant
improvement compared to the naive case (1) and its performance is not much worse than
that of the best fixed-key based scheme (and since there are fewer XOR gates, the overhead
of an additional ciphertext per gate is reasonable).

e Large circuits: In the large Min-Cut circuit, the run time of our best PRF based scheme
(3) is closer to the best result (8) than to the naive result (1). This is explained by the
fact that the circuit is very large and so bandwidth is very significant. This is especially
true since the majority of gates are XOR gates, and so the reduction from 3 ciphertexts
to 1 ciphertext per XOR gate has a big influence. Observe that schemes (6) and (8)
have the same bandwidth; the difference in cost is therefore due to the additional cost of
the AES key schedules and encryptions. Note, however, that despite the fact that there
are 1,000,000 AND gates, the difference between the running-times is 15%, which is not
negligible but also not overwhelming.

e Removing the public random permutation assumption: Comparing scheme (8),
which is the most efficient, to scheme (6) which is the most efficient scheme that does
not depend on the public random permutation assumption, shows that in all scenarios
removing the fixed-key technique causes only a minor increase in running time.

It can be concluded that strengthening security by removing the public random permutation
assumption does not noticeably affect the performance of the protocol. Thus, in many cases,
two-party secure computation protocols does not need to use the fixed-key method. Further
security strengthening by not depending on a circularity assumption (i.e., “paying” for XOR
gates) does come with a cost. Yet, in scenarios where garbling time is not the bottleneck (e.g..,
small circuits, large inputs, communication constraints), one should consider using a more
conservative approach as suggested in this work. In any case, the new ideas in this work should
encourage future research on achieving faster and more efficient secure two-party computation
based on standard cryptographic assumptions.

2.2 Efficient Constant Round Multi-Party Computation
Combining the BMR and SPDZ Protocols

Recently, there has been much interest in the problem of concretely efficient secure MPC,
where “concretely efficient” refers to protocols that are sufficiently efficient to be implemented
in practice. There now exist extremely fast protocols that can be used in practice. In general,
there are two approaches that have been followed; the first uses Yao’s garbled circuits [61] and
the second utilizes interaction for every gate like the GMW protocol [28].

There are extremely efficient variants of Yao’s protocol for the two party case that are secure
against malicious adversaries (e.g., [46, 47]). These protocols run in a constant number of
rounds and therefore remain fast over slow networks. The BMR protocol [9] is a variant of
Yao’s protocol that runs in a multi-party setting with more than two parties. This protocol
works by the parties jointly constructing a garbled circuit (possibly in an offline phase), and then
later computing it (possibly in an online phase). However, in the case of malicious adversaries
this protocol suffers from two main drawbacks: (1) Security is only guaranteed if at most
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a minority of the parties are corrupt; (2) The protocol uses generic protocols secure against
malicious adversaries (say, the GMW protocol) that evaluate the pseudorandom generator used
in the BMR protocol. This non black-box construction results in an extremely high overhead.
The TinyOT and SPDZ protocols [50, 22] follow the GMW paradigm, and have offline and on-
line phases. Both of these protocols overcome the issues of the BMR protocol in that they are
secure against any number of corrupt parties, make only black-box usage of cryptographic prim-
itives, and have very fast online phases that require only very simple (information theoretic)
operations. In the case of multi-party computation with more than two parties, these proto-
cols are currently the only practical approach known. However, since they follow the GMW
paradigm, their online phase requires a communication round for every multiplication gate.
This results in a large amount of interaction and high latency, especially over slow networks.
To sum up, there is no known concretely efficient constant-round protocol for the multi-party
case (with the exception of [18] that considers the specific three-party case only). This new
work introduces the first protocol with these properties.

Contribution This work provides the first concretely efficient constant-round protocol for
the general multi-party case, with security in the presence of malicious adversaries. The basic
idea behind the construction is to use an efficient non-constant round protocol — with security
for malicious adversaries — to compute the gate tables of the BMR garbled circuit (and since
the computation of these tables is of constant depth, this step is constant round). A crucial
observation, resulting in a great performance improvement, shows that in the offline stage it
is not required to verify the correctness of the computations of the different tables. Rather,
validation of the correctness is an immediate by product of the online computation phase, and
therefore does not add any overhead to the computation. Although our basic generic protocol
can be instantiated with any non-constant round MPC protocol, we provide an optimized
version that utilizes specific features of the SPDZ protocol [22].

In the new general construction, the new constant-round MPC protocol consists of two phases.
In the first (offline) phase, the parties securely compute random shares of the BMR garbled
circuit. If this is done naively, then the result is highly inefficient since part of the computation
involves computing a pseudorandom generator or pseudorandom function multiple times for
every gate. By modifying the original BMR garbled circuit, it was shown that it is possible
to actually compute the circuit very efficiently. Specifically, each party locally computes the
pseudorandom function as needed for every gate (the construction uses a pseudorandom function
rather than a pseudorandom generator), and uses the results as input to the secure computation.
The security proof shows that if a party cheats and inputs incorrect values then no harm is
done, since it can only cause the honest parties to abort (which is anyway possible when there
is no honest majority). Next, in the online phase, all that the parties need to do is reconstruct
the single garbled circuit, exchange garbled values on the input wires and locally compute the
garbled circuit. The online phase is therefore very fast.

In a concrete instantiation of the protocol, based on using the SPDZ protocol [22] in the offline
phase, there are actually three separate phases, with each being faster than the previous. The
first two phases can be run offline, and the last phase is run online after the inputs become
known.

e The first (slow) phase depends only on an upper bound on the number of wires and the
number of gates in the function to be evaluated. This phase uses Somewhat Homomorphic
Encryption (SHE) and is equivalent to the offline phase of the SPDZ protocol.

e The second phase depends on the function to be evaluated but not the function inputs;
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No. Parties | Beaver Triple = RandomBit  Random  Input
2 0.4 0.4 0.3 0.3
3 0.6 0.5 0.4 0.4
4 0.9 1.2 0.9 0.9

Table 2.3: SPDZ offline generation times in milliseconds per operation

in our proposed instantiation this mainly involves information theoretic primitives and is
equivalent to the online phase of the SPDZ protocol.

e In the third phase the parties provide their input and evaluate the function; this phase
just involves exchanging shares of the circuit and garbled values on the input wire and
locally computing the BMR garbled circuit.

It should be noted that the protocol is constant round in all phases since the depth of the circuit
required to compute the BMR garbled circuit is constant. In addition, the computational cost
of preparing the BMR garbled circuit is not much more than the cost of using SPDZ itself to
compute the functionality directly. However, the key advantage is that online time of the new
protocol is extraordinarily fast, requiring only two rounds and local computation of a single
garbled circuit. This is faster than all other existing circuit-based multi-party protocols.

2.2.1 Expected Runtimes

The running time of the new protocol was estimated by extrapolating from known public data
[22, 21]. The offline phase of the new protocol runs both the offline and online phases of the
SPDZ protocol. The numbers below refer to the SPDZ offline phase, as described in [21], with
covert security and a 20% probability of cheating, using finite fields of size 128-bits, to obtain
the following generation times (in milli-seconds). As described in [21], comparable times are
obtainable for running in the fully malicious mode (but more memory is needed).

The implementation of the SPDZ online phase, described in both [21] and [37], reports online
throughputs of between 200000 and 600000 per second for multiplication, depending on the
system configuration. As remarked earlier the online time of other operations is negligible and
are therefore ignored.

To see what this would imply in practice consider the AES circuit described in [53]; which
has become the standard benchmarking case for secure computation calculations. The basic
AES circuit has around 33000 gates and a similar number of wires, including the key expansion
within the circuit. Assuming the parties share a XOR sharing of the AES key, (which adds an
additional 2 - n - 128 gates and wires to the circuit), the parameters for the Initialize call to
the SPDZ functionality in the preprocessing-I protocol will be

M =~ 429000, B =~ 33000, R =~ 66000-n, I~ 66000-n-+ 128.

Using the above execution times for the SPDZ protocol it is possible to estimate the time needed
for the two parts of the processing step for the AES circuit. The expected execution times,
in seconds, are given in the following table. These expected times, due to the methodology
of our protocol, are likely to estimate both the latency and throughput amortized over many
executions.

No. Parties | preprocessing-I preprocessing-I1
2 264 0.7-2.0
3 432 0.7-2.0
4 901 0.7-2.0
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The execution of the online phase of the new protocol, when the parties are given their inputs
and actually want to compute the function, is very efficient: all that is needed is the evaluation of
a garbled circuit based on the data obtained in the offline stage. Specifically, for each gate each
party needs to process two input wires, and for each wire it needs to expand n seeds to a length
which is n times their original length (where n denotes the number of parties). Namely, for
each gate each party needs to compute a pseudorandom function 2n? times (more specifically, it
needs to run 2n key schedulings, and use each key for n encryptions). The cost of implementing
these operations for an AES circuit of 33000 gates when the pseudorandom function is computed
using the AES-NI instruction set, was examined. The run times for n = 2, 3,4 parties were
6.35msec, 9.88msec and 15msec, respectively, for C code compiled using the gce compiler on
a 2.9GHZ Xeon machine. The actual run time, including all non-cryptographic operations,
should be higher, but of the same order.

These run-times estimates compare favourably to several other results on implementing secure
computation of AES in a multiparty setting:

e In [20] an actively secure computation of AES using SPDZ took an offline time of over
five minutes per AES block, with an online time of around a quarter of a second; that
computation used a security parameter of 64 as opposed to the estimates of the new
protocol which use a security parameter of 128.

e In [37] another experiment was shown which can achieve a latency of 50 milliseconds in
the online phase for AES (but no offline times are given).

e In [50] the authors report on a two-party MPC evaluation of the AES circuit using the
Tiny-OT protocol; they obtain for 80 bits of security an amortized offline time of nearly
three seconds per AES block, and an amortized online time of 30 milliseconds; but the
reported non-amortized latency is much worse. Furthermore, this implementation is lim-
ited to the case of two parties, whereas the new protocol obtains security for multiple
parties.

Most importantly, all of the above experiments were carried out in a LAN setting where com-
munication latency is very small. However, in other settings where parties are not connect by
very fast connections, the effect of the number of rounds on the protocol will be extremely
significant. For example, in [20], an arithmetic circuit for AES is constructed of depth 120, and
this is then reduced to depth 50 using a bit decomposition technique. Note that if parties are
in separate geographical locations, then this number of rounds will very quickly dominate the
running time. For example, the latency on Amazon EC2 between Virginia and Ireland is 75ms.
For a circuit depth of 50, and even assuming just a single round per level, the running-time
cannot be less than 3750 milliseconds (even if computation takes zero time). In contrast, the
online phase of the new protocol has just 2 rounds of communication and so will take in the
range of 150 milliseconds. Note that even on a much faster network with latency of just 10ms,
protocols with 50 rounds of communication will still be slow.

2.3 ABY: Mixed-Protocol Secure Computation [24]

In generic secure computation, the function to be evaluated is often represented as a circuit. The
two most common types of circuits that are used in secure computation are Arithmetic circuits,
where the primitive operations are addition and multiplication, and Boolean circuits, where the
primitive operations are XOR and AND. The efficiency of secure computation protocols goes
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hand-in-hand with an efficient circuit representation of the function. For instance, performing
a multiplication between two ¢-bit values in an Arithmetic circuit is very efficient but requires
a circuit of size O(¢?) for Boolean circuits.

To overcome the dependence on an efficient function representation, several works proposed
to mix secure computation protocols based on Arithmetic and Boolean circuits. One of these
works is the ABY framework [24] for which an overview is given in Figure 2.1 and which we
describe in more detail next.

B2A (§2.3.7) A2Y (§2.3.6)

~

V2B (§2.3.4)

Figure 2.1: Overview of the ABY framework [24] that allows efficient conversions between
Cleartexts and three types of sharings: Arithmetic, Boolean, and Yao.

Notation We denote the parties Iy and P; and the symmetric security parameter as x. We
use z[i] to refer to the i-bit of an element = where z[0] is the least-significant bit of . We denote
a shared variable x as (x)" where t € {A, B, Y} indicates the type of sharing (A for Arithmetic,
B for Boolean, and Y for Yao sharing). We refer to the individual share of (z)* that is held
by party P; as (z)!. We define a sharing operator (z)! = Shr} (r) meaning that P; shares its
input value 2 with P,_; and a reconstruction operator x = Rec! ({x)!) meaning that P; obtains
the value of x as output. When both parties obtain the value of x, we write Rec’ ({x)!). We
denote the conversion of a sharing of representation (z)° into another representation (z)¢ with
s,d € {A,B,Y} and s # d as (x)? = s2d({x)*), e.g., A2B converts an Arithmetic share into a
Boolean share.

2.3.1 Arithmetic Sharing

For the Arithmetic sharing an ¢-bit value z is shared additively in the ring Z,: (integers modulo
2%) as the sum of two values. The protocols described in the following are based on [6, 56, 38].
In the following, we assume all Arithmetic operations to be performed in the ring Zy, i.e., all
operations are (mod 2°).

Sharing Semantics Arithmetic sharing is based on additively sharing private values between
the parties. For an (-bit Arithmetic sharing (z)? of z we have (z)§ + (z){' = 2 (mod 2%) with

(z)gh, ()t AG Zoe. Sharing (Shr? (z)) a value z is perfogmed by having P; choose r € Zo,

setting (z)# = 2 — r, and sending 7 to P,_;, who sets (2)# ; = . Reconstruction (Rec; (z)) is

done by having P;_; send its share ()¢, to P; who computes x = ()3 + (z)4.
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Operations Every Arithmetic circuit is a sequence of addition and multiplication gates. Ad-
dition (2)4 = (z)? + (y)* is done by having P; locally compute () = (z)2 + (y). Mul-
tiplication (2)4 = (2)? - (y)? is performed using a pre-computed Arithmetic multiplication
triple [7] of the form (c)* = (a)? - (b} that can be pre-computed by using either addi-
tively homomorphic encryption or OT extension as described in [24]. To multiply, P; sets
(e)d = (z)2 — (a)? and (f)A = (y)? — (b)2, both parties perform Rec” (¢) and Rec” (f), and

Pisets () =i e f+ [ () +e- (D) + (c)f.

2.3.2 Boolean Sharing

In Boolean sharing we evaluate Boolean circuits using the GMW protocol [28].

Sharing Semantics Boolean sharing uses an XOR-based secret sharing scheme. To simplify
presentation, we assume single bit values; for /-bit values each operation is performed ¢ times
in parallel. A Boolean share (z)? of a bit x is shared between the two parties, such that
()8 @ (2)P = x with (2)§, (2)P € Z,. Sharing (Shr? (z)) is done by having P, choose r €5

{0, 1}, compute (z)? = @7, and send 7 to P,_; who sets (z)? . = r. Reconstruction (Rec?” (z))

%

is done by having P;_; send its share (z)? ; to P; who computes z = (z)F & (z)P.

Operations Every efficiently computable function can be expressed as a Boolean circuit
consisting of XOR and AND gates. The XOR operation (z)? = (z)® & (y)? is computed by
having P; locally compute (z)2 = (2)2 @ (y)P. The AND operation (z) = (z)? A (y)? is
evaluated using a pre-computed Boolean multiplication triple (c)? = (a)® A (b)? as follows:
P; computes ()P = (a)P @ (2)F and (f)F = ()P @ (y)P, both parties perform Rec” (e) and
Rec? (f), and P, sets (2)F = i-e-f@f - (a)f ®e- (BE @ ()P, As described in [3], a
Boolean multiplication triple can be pre-computed efficiently using OT extension. For other
standard functionalities (such as addition and comparison) we use the depth-optimized circuit

constructions summarized in [58].

2.3.3 Yao Sharing

In Yao’s garbled circuits protocol [59] a garbler (P,) represents the function to be computed as
Boolean circuit and assigns to each wire w two wire keys (k{, k}") with k¢, k" € {0,1}*. The
garbler then encrypts (garbles) the Boolean circuit and sends the garbled circuit to the evaluator
(P;) who iteratively decrypts each garbled gate to obtain the output of the circuit. In the
following we detail the Yao sharing assuming a garbling scheme that uses the free-XOR [44] and
point-and-permute [48] optimizations. Using these techniques,; the garbler randomly chooses
a global k-bit string R with R[0] = 1. For each wire w, the wire keys are &/ €r {0,1}" and
k' = k§ & R. The least significant bit k{'[0] resp. k{’[0] = 1 — k{’[0] is called permutation bit.

Sharing Semantics Intuitively, F, holds for each wire w the two keys ky and £}’ and P,
holds one of these keys without knowing to which of the two cleartext values it corresponds. To
simplify presentation, we assume single bit values; for ¢-bit values each operation is performed
¢ times in parallel. A garbled circuit share (z)¥ of a value z is shared as (z)} = ko and (x)7 =
k, = ko @ xR. Sharing for P, (Shr} (z)) is done by having P, sample (z)} = ko €x {0,1}"
and send k, = ko ® xR to P;. Sharing for P, (Shr! (z)) is done by having both parties run
OT where P, acts as sender and inputs (ko, k1 = ko @ R) with ky €g {0,1}* and P, acts as
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receiver with choice bit = and obliviously obtains ()} = k,. Reconstruction (Rec} (z)) is done

by having P,_; send its permutation bit 7 = (z)} ;[0] to P, who computes z = 7 & (x)Y [0].

Operations Yao sharing evaluates a Boolean circuit consisting of XOR and AND gates. XOR
gates (2)¥ = (z)Y @ (y)¥ are evaluated using the free-XOR technique [44], i.e., by having: P,
locally compute (2)Y = ()Y @ (y)Y. AND gates (2)¥ = (2)¥ A (y)¥ are evaluated by having
Py create a garbled table using Gb.y ((x>oy, (y){), where Gb is a garbling function as defined
n [10]. P, sends the garbled table to P, who decrypts it using the keys (x)} and (y)}. For

standard functionalities we use the size-optimized circuit constructions summarized in [43].

2.3.4 Yao to Boolean Sharing (Y2B)

Converting a Yao share (z)¥ to a Boolean share (z)? is the easiest conversion and comes
essentially for free. The key insight is that the permutation bits of (x){ and (x)] already form
a valid Boolean sharing of z. Thus, P; locally sets (z)? = Y2B((z)}) = (z)Y[0].

(2 7

2.3.5 Boolean to Yao Sharing (B2Y)

Converting a Boolean share (z)” to a Yao share (x)Y is very similar to the Shr} operation (cf.
§2.3.3): In the following we assume that z is a single bit; for ¢-bit values, each operation is
done ¢ times in parallel. Let z¢ = (z)§ and x; = (x)P. Py samples (z)§ = ko € {0,1}*. Both
parties run 1 x OT}, where Py acts as sender with inputs (ko @© zo - R; ko ® (1 — o) - R), whereas
Py acts as receiver with choice bit x; and obliviously obtains (z)}Y = ko ® (2o ® x1) - R = k.

Y

2.3.6 Arithmetic to Yao Sharing (A2Y)

Converting an Arithmetic share (z)# to a Yao share (z)Y was outlined in [30, 38] and can be
done by securely evaluating an addition circuit. More precisely, the parties secret share their
Arithmetic shares 2o = (z)¢ and z; = (2)f as (20)* = Shry (20) and (21)¥ = Shr] (2;) and
compute (z)Y = (xo)¥ + (z1)".

2.3.7 Boolean to Arithmetic Sharing (B2A)

The general idea of the B2A conversion is to perform an OT for each bit where we obliviously
transfer two values that are additively correlated by a power of two. The receiver can obtain
one of these values and, by summing them up, the parties obtain a valid Arithmetic share.
More detailed, P, acts as sender and P; acts as receiver in the OT protocol. In the i-th
OT, Py randomly chooses r; €x {0,1}* and inputs (s; 0, s:1) with s;0 = (1 — (x>03[2]> 220 —ry

and s;; = (2)Fi] - 2° — r;, whereas P, inputs (z)P[i] as choice bit and receives )8l =

z)B[i] @ (x)P[i]) - 2! — r; as output. Finally, Py computes (z)3 = 3¢, r; and P, computes
0 1 0 =1
(@) =Sy ey = Sim (@& @ @)P[) -2 - Sl r = Xl ali] 2= S mi = 2 — (2){.

1
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Chapter 3

Tools with Improved Efficiency

3.1 Simple and Efficient Oblivious Transfer

Oblivious Transfer (OT) is a cryptographic primitive defined as follows: in its simplest flavour,
1-out-of-2 OT, a sender has two input messages My and M; and a receiver has a choice bit
c. At the end of the protocol the receiver is supposed to learn the message M. and nothing
else, while the sender is supposed to learn nothing. Perhaps surprisingly, this extremely simple
primitive is sufficient to implement any cryptographic task [41]. OT is also one of the main
building blocks in most secure-two party computation protocol such as Yao’s garbled circuits,
the GMW protocol etc.

Given the importance of OT, and the fact that most OT applications require a very large
number of OTs, it is crucial to construct OT protocols which are at the same time efficient and
secure against realistic adversaries.

Sender Receiver
Input: (Mo, M) Input: ¢
Output: none Output: M.
a < 7y, b < 7y,
A=g"
ifc=0: B=g¢"
if c=1: B= Ag’
B
ko = H (B%) kr = H(A®)
k= ((4))

€ < k’o@ (M000k>
€1 < ]{31 D (M000k>

(Mc7 T) = kR S¥ €c
Output M if 7 = 0*

Figure 3.1: Our protocol in a nutshell
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3.1.1 A Novel OT Protocol

In a recent work [19] (co-authored by AU and TUE) a novel, extremely simple, efficient and
secure OT protocol was presented. The protocol is a simple tweak of the celebrated Diffie-
Hellman (DH) key exchange protocol. Given a group G and a generator g, the DH protocol
allows two players Alice and Bob to agree on a key as follows: Alice samples a random a,
computes A = g* and sends A to Bob. Symmetrically Bob samples a random b, computes
B = ¢’ and sends B to Alice. Now both parties can compute g®® = A® = B® from which they
can derive a key k. The key observation is now that Alice can also derive a different key from
the value (B/A)* = ¢**=%° and that Bob cannot compute this group element (assuming that
the computational DH problem is hard).

We can now turn this into an OT protocol by letting Alice play the role of the sender and Bob
the role of the receiver (with choice bit ¢) as shown in Figure 3.1. The first message (from Alice
to Bob) is left unchanged (and can be reused over multiple instances of the protocol) but now
Bob computes B as a function of his choice bit ¢: if ¢ = 0 Bob computes B = ¢® and if ¢ = 1
Bob computes B = Ag’. At this point Alice derives two keys ko, k1 from (B)® and (B/A)%
respectively. It is easy to check that Bob can derive the key k. corresponding to his choice bit
from A®, but cannot compute the other one. This can be seen as a random OT i.e., an OT
where the sender has no input but instead receives two random messages from the protocol,
which can be used later to encrypt his inputs.

Combining the above random OT protocol with the right symmetric encryption scheme (e.g., a
robust encryption scheme) achieves security in a strong, simulation based sense and in particular
the protocol can be proven UC-secure against active and adaptive corruptions in the random
oracle model.

Experimental Validation. The paper also reports on an efficient and secure implementation
of the random OT protocol: the chosen group is a twisted Edwards curve that has been used
by Bernstein, Duif, Lange, Schwabe and Yang for building a high-speed high-security signature
scheme [12]. The security of the curve comes from the fact that it is birationally equivalent to
Bernstein’s Montgomery curve Curve25519 where ECDLP is believed to be hard.

The implementation uses the code in [12]: In order to make use of the natural parallelism in
the protocol, a vectorized implementation for the Intel Sandy Bridge and Ivy Bridge microar-
chitectures was built. A comparison with the state of the art shows that our implementation
is at least an order of magnitude faster than previous work (we compare in particular with the
implementation reported by Asharov, Lindell, Schneider and Zohner in [5]). Furthermore, the
code has been carefully implemented to make sure that our implementation is secure against
both passive attacks (our software is immune to timing attacks, since the implementation is
constant-time) and active attacks (by designing an appropriate encoding of group elements,
which can be efficiently verified and computed on).

3.2 Active Secure Oblivious Transfer Extension [4]

Oblivious Transfer (OT) is a cryptographic primitive that is fundamental for secure computa-
tion. In an 1-out-of-2 OT, a sender Ps holds a pair of n-bit strings (z°, 2') of which a receiver Pg
with choice bit » wants to obtain 2" such that Ps does not learn » and Pk gains no information
about 27",

It has been proven that OT can not be based on one-way functions alone [33] and hence
computing an OT requires public-key cryptography. However, public-key cryptography is very

PRACTICE D13.1 Page 15 of 48



A Set of New Protocols PRACTI(/:(EE

costly and many applications in secure computation typically require millions up to billions of
OTs, so getting efficient OT is of high importance. In [8] it was shown that a small number of real
base-OTs, that were computed using OT protocols based on expensive public-key cryptography,
can be extended to an arbitrarily large number of OTs using efficient symmetric cryptography
only. Due to their nature, these protocols are called OT extension protocols.

While the feasibility result of [8] was still costly in concrete terms, the work of [34] showed how to
extend OTs at a relatively low cost. The main protocol that was introduced was secure against
passive (or semi-honest) adversaries, which try to learn as much information as possible but
honestly follow the protocol description. An extension for security against active (or malicious)
adversaries, which can arbitrarily deviate from the protocol description, was also given but
incurred a huge cost overhead (around factor 40 compared to the passively secure variant).
Several follow-up works reduced the cost for both the passively- and actively secure variants of
the protocol. One of these works is [4], which reduced the cost overhead of the active secure
protocol over the passive secure protocol to factor 1.4. In Protocol 1 we give the malicious OT
extension protocol of [4].

3.3 Token-Aided Mobile GMW [23]

In the two-party case, the Goldreich-Micali-Wigderson (GMW) protocol [28] enables two mutually-
distrusting parties A and B to securely evaluate a function which is expressed as a Boolean
circuit. The GMW protocol relies heavily on OT and requires two OTs to compute a multi-
plication triple [7] that is used to evaluate an AND gate. Using OT pre-computation [7], the
computation and communication intensive operations can be pre-computed in an interactive
setup phase that is independent of the function. By pre-computing the multiplication triples,
the online phase, where the actual function is being evaluated, becomes very efficient as it
consists of only primitive operations (XOR and AND) and requires only little communication.
While it was shown that secure computation can be very efficiently performed on Desktop
PCs [58], it still is impractical on resource-constrained devices such as mobile phones. How-
ever, in spite of being resource-constrained, mobile phones can be equipped with devices such
as hardware tokens that can be used to increase the efficiency of secure computation. In the
following section, we give details on our hardware token-aided GMW-based protocol for mobile
phones [23]. Our goal is to minimize the ad-hoc time of the protocol, i.e., the time from es-
tablishing the communication channel between party A and party B until receiving the results
of the secure computation. We consider the init phase, which can be performed by the parties
before establishing a communication channel, to not be time critical, but we try to keep its
computational overhead small.

An overview of our protocol is given in Figure 3.2. The general idea is to let the hardware
token T, held by A, generate multiplication triples from two (or more) seeds in the init phase
that are independent of the later communication partner (§3.3.1). In the setup phase, 7 then
sends one seed to A and the other seed over an encrypted channel to B (§3.3.2). The token
thereby replaces the OT protocol in the setup phase and allows pre-computing the multiplication
triples independently of the communication partner. The online phase of the GMW protocol
remains unchanged.

3.3.1 Multiplication Triple Pre-Computation in the Init Phase

In the original GMW protocol, A and B interactively compute their multiplication triples
(a7, b, ch) and (aj, bg, cg) where ¢y & cg = (a’y ® aj) A (b @ bj) in the setup phase using
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PROTOCOL 1 (Active secure OT extension protocol of [4].)

e Input of Ps: m pairs (29, z]) of n-bit strings, 1 < j < m.
e Input of Pgr: m selection bits r = (r1,...,7m).

e Common Input: Symmetric security parameter x and statistical security parameter p. It is
assumed that the number of base-OTs is ¢ = k + p.

e Oracles and cryptographic primitives: The parties use an ideal ¢ x OT, func-
tionality, which computes ¢ OTs on k-bit input values, pseudorandom generator
G :{0,1}* — {0,1}", and random-oracle H.

1. Initial OT Phase:

(a) Ps initializes a random vector s = (s1,...,50) € {0,1}¥ and Pgr chooses ¢ pairs of
seeds k9, k! each of size k.

(b) The parties invoke the ¢x OT,-functionality, where Pg acts as the receiver with input s
and Pg acts as the sender with inputs (k?7 kll) for every 1 < < /.

For every 1 <i </, let t' = G(kY). Let T = [t!]...[t¢] denote the m x ¢ bit matrix where its
ith column is t* for 1 < i < ¢. Let t; denote the jth row of T for 1 < j < m.

2. OT Extension Phase (Part I):
(a) Pg computes t' = G(k?) and u’ = t'®G(k}) @r, and sends u’ to Ps for every 1 < i < /.
3. Consistency Check of r:

(a) For every pair «, 3 C [{]?, Pg defines the four values:

hos = HGA) © GOG)  hyly = H(G(k)) & G(kp)) |
hil = H(G(k}) © G(k3)) BEL = HG(KL) © G(KL)) .

00 ;01 ;1,0 ;1,1
It then sends Ho = (haﬁ,ha’ﬁ,ha’ﬁ,haﬁ) to Ps.
(b) For every pair a, 3 C [¢]?, Ps knows s, 55,kga,k;‘3,ua,u5 and checks that:
LRy = H(G(KyY) @ Gky)).
ii. h)'y’ =HGEy) @ Gky)ou*@u’) (= HGKY)®Gky)or®ar?)).
ili. u® #u.
In case one of these checks fails, Ps aborts and outputs L.

4. OT Extension Phase (Part II):

(a) For every 1 <i </, Pg defines q° = (s; - u') ® G(k;"). (Note that q° = (s; -r) & t'.)

(b) Let Q = [q']...|q"] denote the m x ¢ bit matrix where its ith column is q’. Let g
denote the jth row of the matrix Q. (Note that q° = (s;-r) &t and q; = (r; - s) B t;.)

(¢) Ps sends (y?,yjl) for every 1 < j < m, where:

yj =23 @ H(jq;) and yj=a; @ H(j,q; ©s)

(d) For 1 <j <m, Pr computes z; = y;’ @ H(j,t;).

5. Output: Pr outputs (z7',...,z)m); Ps has no output.
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Init Phase Setup Phase Online Phase
MT Gen. Seed Transfer Circuit Evaluation

W W ©® O=e
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@@ @

Figure 3.2: The three phases, workload distribution, and communication in our token-aided
scheme.

2n random OT extensions. Instead, we avoid this overhead in the setup phase and let T pre-
compute the multiplication triples in the init phase as shown in Figure 3.3(a): T first generates
random seeds and then ezrpands these seeds internally into the multiplication triples and sends
cy to A.

(@
®
e’y ay b (ch) ap bp ck
// ‘\\ ST/ \ST/
Seed Expansion ay oy ab by B TA P B
\s jl \STB/ SlA SB
k:A\d%'B }Seed Generation k‘%d/kB
(a) Init Phase (b) Setup Phase

Figure 3.3: Multiplication triple pre-generation in the init phase between A and 7 (a) and
seed transfer and seed expansion in the setup phase (b). sp is sent from 7 to B over a secure
channel.

Seed Generation In the seed generation step, 7T generates two seeds s4 = Gy, (d) and
sg = Gy, (d) using a cryptographically strong Pseudo-Random Generator (PRG) G, two master
keys k4 and kg, and a state value d, which is unique per multiplication triple sequence and can be
instantiated with a counter. The two master keys k4 and kg are constant for all multiplication
triple sequences and have to be generated and stored only once. Thereby, 7 has to store only
the unique state value d in its internal memory for every multiplication triple sequence. Note
that the only values that will leave the internal memory of T are the seeds s4 and sp that will
be sent in the setup phase to A and B, respectively (cf. §3.3.2). In order to ensure that sg is
not sent out twice, we require s4 to be queried before sz and delete the state value d as soon
as sp has been sent out over the encrypted channel.

Seed Expansion The seed expansion step computes a valid multiplication triple sequence
from the seeds s4 and sp by computing (a’y,0%) = G, (da) and (ap, b3, cg) = Gsz(dp) and
setting the remaining value ¢y = (a’y @© a}) A (0 @ bE) @ cj, where d4 and dg are publicly
known state values of A and B, respectively. Due to the limited memory of the hardware
token, the sequence ¢’y is computed block-wise such that 7 requires only a fixed amount of
memory, independently of n, and each block is sent to A, who stores it locally. Note that the
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values (ay, by, aj, b, c) do not need to be stored, since they can be expanded from s 4 and sp,
respectively.

3.3.2 Seed Transfer in the Setup Phase

In the setup phase, the hardware token sends the seeds s4 and sz to A and B, respectively, and
the parties generate their multiplication triples as depicted in Figure 3.3(b). A obtains his seed
s4 directly from 7 and can read the sequence c’;, which was obtained in the init phase, from
its internal flash storage. B’s seed sz, on the other hand, cannot be sent in plaintext from 7T to
B, as the communication between the token and B is relayed over A, which would allow A to
intercept sz and thus break the security of the scheme. We therefore require the communication
between B and T to be encrypted and T to authenticate itself to B with a certificate, signed
by a trusted-third party. To establish this communication channel, we use TLS [32].

3.4 Two-Party Unsigned Arithmetic Based on Additive
Secret Sharing

3.4.1 Introduction

This chapter proposes a protocol stack for secure unsigned arithmetic computation for two
parties. Although in theory addition and multiplication suffice for all computation, it is often
more efficient to use specialized protocols also for other operations. We describe common arith-
metic protocols like addition, multiplication, integer division, exponentiation and comparisons.
In addition, we include bit level operations like shifts and rotations. Some operations have
protocols for different flavours where some inputs can be public instead of private to get more
efficiency. For example, division has two versions with either public (PubDiv) or private divisor
(PrivDiv).

We focus on computations in rings Z,« for some integer k& > 0 which correspond to the k-
bit unsigned integer data types. An additive secret sharing of element z is denoted as [z].
Sharing [x] is made up of two shares [z]; and [z]s where x = [z]; + [x]2. These shares are
distributed so that party CP; for i € {1,2} has share [z]; and no knowledge about the other
share. Usually, the ring where the sharing is computed is understandable from the context, but
it is also possible to denote it as [z] yoqor for € Zor where [x]1, [x]2 € Zor. Furthermore, it
is possible to access single bits of individual shares or extract them from the shared elements.
For that, x[k] denotes the k’th bit of the value z, where k = 1 means the least significant bit.
In case of the share of the first party, the k’th bit would be denoted as [z];[k]. However, in
case the shared bit is extracted from the shared value the result is denoted as [z[k]] mod 2-

We assume that at most one of the parties is passively corrupted and ensure the security of the
computations in this case. Current protocols rely on the security proof framework of passively
secure protocols from [15]. A significant step when using this framework is to determine secure
protocols that are a suitable finishing step of the composition. Two straightforward candidates
for this role are resharing and declassify. Declassify is more meaningful in the two-party setting
as it is a natural finishing step of any protocol. Clearly, two-party declassify is a secure protocol
as knowing [z]; and x the second share is uniquely fixed as x — [z]; and can be perfectly
simulated. The rest of the protocols in the computation are allowed to be input private.
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3.4.2 Overview of the Protocol Stack

The goal of this work is to design efficient protocols for all kinds of unsigned integer arithmetic,
for example, addition, multiplication, division, exponentiation and bit shifts. In addition to
well-known operations, some sub-protocols are required to build the desired functionalities.
Table 3.1 lists the proposed operations as well as dependencies between different protocols.
Note that only direct dependencies are listed and the prerequisites of the sub-protocols are not
recursively added. Most of these protocols operate on additive sharing of unsigned integers,
but also refer to the bitwise sharing protocols that work only in Z,. It is further work to
determine if replacing some of the the binary protocols with garbled circuits similarly to ABY
framework [25] would be useful.
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Name Description Dependencies
Add Addition (also exclusive-or)
Neg Negation
Sub Subtraction Add, Neg
Classify Sharing secret input
Declassify | Public output from shares
PubMult Multiplication with a con- | Add
stant
Mult Multiplication (also con- | Add, Declassify, Precompu-
junction) tation
PrefixOR | Cumulative OR of prefixes | Add, Mult
MSNZB Most significant non-zero | Add, PrefixOR
bit
Overflow | 1, if [z]; + [z]2 > 2% Add, = Classify,  Mult,
MSNZB
ShiftL Left shift by a public shifter | PubMult
SiftR Right shift by a public | Add, Extend, Overflow,
shifter PubMult
BitRotate | Bit rotation right by public | Add, ShiftL, ShiftR
value
BitConj AND of a bit-vector Mult
EqZero 1 iff shared input is equal to | BitConj, Sub
0
Eq Equality of two shared ele- | EqZero, Sub
ments
BitExt Extension of bitwise sharing | Add, Mult, PubMult
to additive sharing
Extend Conversion to a larger do- | BitkExt, Overflow
main
Trunc Conversion to a smaller do-
main
PubDiv Division with a public divi- | Add, Extend, Overflow,
sor Mult, PubMult, Trunc
Remainder | Remainder for a public | PubDiv, PubMult, Sub
modulus
1’th-Bit Extraction of a single bit Add, Overflow
LT Less than of two shared in- | Add, 7’th-Bit, Mult, Sub
puts
LTE Less than or equal Add, Eq, LT, Mult, Neg
BitExtr Bit extraction Add, Classify, Mult
PrivDiv Division with a private divi- | Add, BitExtr, Extend,
sor Overflow, Mult, MSNZB,
PubMult, ShiftR, Sub
ChVector | Characteristic vector [uo] | Declassify, Sub, Precom-

- [ve] of [x] where v; =1
iff x = 4, otherwise v; = 0

puted random element [r]
and ChVector([r])

PRACTICE D13.1

Page 21 of 48



A Set of New Protocols PRACT'@

PubExp Exponentiation with a pub- | Add, ChVector, PubMult
lic base and shared expo-
nent

PrivShiftL. | Left shift by a private | Mult, PubExp
shifter

PrivShiftR | Right shift by a private | Add, BitExtr, ChVector,
shifter Extend, LT, Mult

Table 3.1: Protocols dependencies for additive secret
sharing based unsigned integer computation.

Most the protocols in Table 3.1 can be achieved quite easily. For example, addition (Add) is
defined by the properties of the additive sharing scheme and can be computed locally. The
same holds for subtraction (Sub) and negation (Neg) that can also be evaluated locally by each
party. For classifying a secret (Classify), a party creates and distributes the shares. For declas-
sifying (Declassify), the shares are sent to the party who requires the result. For multiplication
(Mult), the precomputed multiplication with Beaver triples [7] is used, however, currently the
precomputation method is not specified. For example, ideas from ABY framework [25] are
applicable in our setting.

Out of the building block protocols PrefixOR and MSNZB can be taken directly from [16].
Some protocols such as Overflow, ShiftR and EqZero can be easily adapted from their three-
party counterparts in [16] as the three-party protocols need an extra step to reshare the value
to two parties. This allows the three-party versions to basically revert to two-party protocol
for easier handling of possible overflows and directly gives rise to full two-party protocols. The
advanced PrivDiv protocol from [16] that performs integer division of secret shared inputs using
Goldschmidt iteration can also be used in the two-party case as all the required sub-protocols
can be achieved. Some other protocols, such as BitConj, BitRotate, LTE, Remainder, ShiftL, Eq
and PrivShiftL can be built from their prerequisite protocols using commonly known algorithms.
The following section explains some of the more advanced computation protocols for two-party
unsigned integer arithmetic.

New Protocols for Arithmetic Operations This section describes protocols for less than
comparison Alg. 1, division with a public divisor Alg. 2, characteristic vector Alg. 3, expo-
nentiation with a public base Alg. 4 and right shift with private inputs Alg. 5. The protocols
considered in this section are compositions of smaller input private protocols and local oper-
ations and are therefore themselves input private. For brevity we do not propose individual
security theorems for the protocols.

The less than comparison (LT) in Alg. 1 relies on the possibility to extract the most significant
bit. Either the most significant bit of the inputs = and y differs and y[k| gives the protocol
result or the most significant bits are the same and (x — y)[k| determines the outcome.
Division protocol PubDiv in Alg. 2 is inspired by [16] three-party version. It uses the general
idea of finding an inverse of the divisor and multiplying with that rather than dividing. More
concretely [29] specifies that there exists a reciprocal ¢ of the divisor as a fixed length number
that gives | 7] = |57 ] for o,d € Zox. Alg. 2 works for all values of the divisor d, but can be
optimized to use smaller data sizes if d has less than £ bits.

A characteristic vector of an element x is a vector vy, v, ...,v,—1 where v, = 1 and the rest
of the values are zeros. It can be computed easily using precomputed random element and
the corresponding vector as defined in Alg. 3. ChVector protocol is a bit tricky in general
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Algorithm 1 LT: z <y

Data: Value [x] o4 2%, [¥] mod 2+
Result: Shared bit [b] moq2 where b=1iff z <y

L [2'] moa 2 = [x[k]] as k’th bit extraction of [z] 04 2+ using i’th-Bit
2: [/] moa2 = [y[k]] as k’th bit extraction of [y] g 2+ using i’th-Bit
3: [d] =[] — [y]

4: [d'] moa 2 = [d[K]] as k’th bit extraction of [d] yoq o+ using i'th-Bit
5: [a] = ([T & [y']) A Y]

6: [c] = =(['] & [y]) A [d]

7: [b] moa 2 = [a] &[]

Algorithm 2 PubDiv: Integer division with a public divisor

Data: Value [2] yoq 2+ and public value d < 2%

Result: Shared value [y] poq 2+ Where y = [ %]

. public computation ¢ = LQZZ_lJ +1
[2'] mod 23+ = Extend([x] mod 2+)
[ui = c- [«']:

. CP; sets [v]; = [u]; > 2k

. CP; sets [w]; = [u]; mod 22*

[[y]] mod 28 — [[U]] mod 2k 1 E$tend(overfl0w([[w]] mod 22‘k))

as it requires taking a modulus which needs an expensive division algorithm to compute the
remainder for that modulus. However, in case ¢ is a power of two, this is achieved easily by
each party taking the modulus of its share locally. The current use-cases allow to pick ¢ in a
way that it is easy to compute this protocol. Note that it is also conceptually easy although
inefficient to precompute the required share and vector pair as it can be done by first generating
a random element and then computing the characteristic vector using equality checking (Eq)
protocol.

Algorithm 3 ChVector: Characteristic vector of a value
Data: Value [2] 04 2+, public parameter ¢ that limits the actual size of x, precomputed random

element [r] 04 2+ and it’s characteristic vector [r1] mod 2, - - -, [7¢] mod 2

Result: Shared bitvector [x1], ..., [z/]
1: [z] = [z] = [r] mod ¢ > Hard if ¢ is not power of 2
2: z = Declassify([z])
3: return [[r1] mod 2 - - - » [7¢] moa 2] rotation z times to the left

An example protocol that uses ChVector is exponentiation with a public base and secret shared
exponent (PubExp). Basically Alg. 4 obliviously chooses the right outcome from all possible
results. The same idea can also be applied in the case of private base and exponent, however
it would result in a significantly more expensive protocol as Mult protocol would be required
instead of public multiplication. The counterpart for exponentiation with a public exponent
can be achieved using square-and-multiply.

Public exponentiation is sufficient for computing left shift with a private shifter (PrivShiftL),
however, obtaining private right shift from ChVector is more complicated. The core of PrivShiftR
is in Alg. 5. The algorithm checks that the shifter is suitably small and in this case applies
a sub-protocol for shift when the result might be non-zero. If the shift is larger than the bit
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Algorithm 4 PubExp: Exponentiation with a public base

Data: Value [] 042+ and public value b € Zye, parameter m < 2* is the bound on x < m
Result: Shared value [y] noq 2¢ Where y = b% mod 2°

1: Public computation of b, b2, b3, ... b™ in Zoe

2: [21] mod 25 - - - » [Tm] moa 2 = ChVector([x], m)

3: [7i] mod 2¢ = Extend([z;] mod 2)

4: [[y]] = ZZZI biilﬂxi]] mod 2¢

length of the type, then the result should be zero and this is obtained using multiplication with
the indicator variable for the size of the shifter.

Algorithm 5 PrivShiftR*: Shifter size safe private right shift
Data: Value [x] jod 2%, [P] mod 2¢
Result: Shared value [w] 04 2r Where w = z > p is the value of x shifted right by p bits

1: [[(I]] mod 2k = PT’Z'USh’lftR([[SC]] mod 2k 5 [[p]] mod 2@)
2: [[b]] mod 2 — LT([[])]] mod 2¢» ClCLSSng(k))

3: [[b]]

4: [[

mod 2+ = Eatend([b] mod 2)
wﬂ mod 2k — [[b]] mod 2k ° [[Cl]] mod 2k

The actual shifting algorithm for a suitably small shifter in Alg. 6 is a more complicated
protocol. In essence, the idea is to convert to bitwise sharing, perform the shift on those bits
and then convert the result back. However, for a private shifter the right shifted outcome has
to be chosen obliviously from all possible shifts. In Alg. 6 the shifter value determines which
diagonal in the table makes up the real output and the right diagonal is chosen obliviously
using the characteristic vector of the shift. For example, for p = 0 the output will be exactly
the same as the input, but for p = 2 the third diagonal is taken so that the least significant bit
in the outcome is 3.

Algorithm 6 PrivShiftR: Private right shift with limited shifter
Data: Value [x] jnoq 2%, [P] mod 2¢ Where p < k
Result: Shared value [w] 042+ Where w = x > p is the value of x shifted right by p bits

L [[p], .-, [px]] = ChVector([p], k)

2. [[z1], ..., [zx]] = BitExtr([z])
[z Ap] | [za Apa] | [es Aps] || [zw A pi]
0 [za Api] | o3 Ap2] | .. | [k A pri]
3: Compute table T: 0 0 les Apa] | --- | [k A pr—2] | with columns T;
0 0 0 v | [z A pa]
4: ([[wl]]7>[[wk]]>T:Tl@T2@@Tk
5. Convert [wi], ..., [wk] to [w] meq 2+

Conversion Protocols Aside from the computation protocols, the protocols to convert be-
tween different data representations are also required by many of the previously mentioned
algorithms. The ideas from ABY framework are still usable to convert between bitwise and
general additive secret sharing. However, we also need to consider conversions between various
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sizes of additive sharing. In addition, we propose some alternative protocols for conversions
already existing in ABY.

Firstly, a special case of the extension protocol is converting a shared bit [x] moq2 in binary
ring Zs to a shared bit value [x] ;04 2+ in some larger ring. This bit extension (BitExt) protocol
is given in Alg. 7.

Algorithm 7 BitExt: Shared bit to k-bit additive scheme
Data: Shared bits [2] mod 2
Result: Value [z] j0q ox

1: CP; set [u] moa or as [u]r = [z]; and Ju]z =0

2: CP; set [v] moaor as [v]1 =0 and [v]s = [x]2

3: [2] mod 2t = [U] mod 26 + [V] moa 2¢ — 2+ [ul mod 2¢ * [V] mod 2+

The single bit conversion either using the protocol in Alg. 7 or the OT based conversion from
ABY can be used to convert from [z] 04 28 t0 [Z] mod 2» Where the result domain is larger as
m > k. The idea of the protocol in Alg. 8 is very simple as the same shares can be used with
extra care for the case when the sum of the two shares in the initial domain is actually larger
than the modulus.

Algorithm 8 Extend: Extension from Zyx to Zom where m > k
Data: [z] 04 ¢
Result: Value [u] ymoq2m where u =z

1: CP; sets [u]; = [=];

2: [b] moa 2 = Over flow([x])

3: [[b/]] mod 2m — BZtEiEt([[b]] mod 2)

4 [u] = [u] — 2 V]

The opposite operation to extension is truncation (Trunc) to a smaller domain from [x] peq 2m
to [z mod 2¥] 04 2x where m > k. Converting Zam to Zox can be obtained easily by both
parties computing [z]; mod 2¥ and setting the result as their output share. Differently from
the extension this method also applies for a single bit outcome. In this case the protocol also
has a very clear meaning of finding the least significant bit of the shared element.

Although the least significant bit can be easily found using simple local truncation, finding any
other single bit is more complicated. Alg. 9 defines general bit extraction from the additively
shared element by taking care of possible overflows from the less significant bits of the shares.

Algorithm 9 ¢'th-Bit: Extract ¢’th bit of shared value

Data: Value [x] 04 2, public positive integer 1 < ¢ < k
Result: Shared ¢’'th bit [b] moa2 of @ as b = z[{]

1: if / =1 then

2: CP; sets [b]; = [z]:[1] as the least significant bit of the share

3: else

4: CP; sets [2']; = [z]; mod 2¢1 > [2'] mod 261
5: [0'] moa 2 = Over flow(['] mod 2¢-1)

6: CP; sets [m]; = [x]:[¢] as the £’th bit of their share

7 6] = [m] & [¥']

8: end if
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Besides single bit extraction it is also possible to obtain a full bit representation of the shared
integer value. Bit extraction protocols have been discussed by ABY, but for completeness we
include a version that is based solely on additive secret sharing. We denote = % | 21,
where x4, ..., x is the bit decomposition of the value . The idea behind bit-decomposition
(BitExtr) is that both parties classify each bit of their share [z]; and then evaluate a binary
addition circuit to obtain the bit decomposition of the shared element that is the sum of the
two shares. The addition circuit performs carry-lookahead addition in Alg. 11 similarly to [14]
where BitExtr discards the highest bit.

Algorithm 10 Carry: Carry bits in bitwise addition
Data: Shared bit-vectors [21] mod 2, - - - [€5] mod 2 and [¥1] mod 2, - - - [¥b] mod 2

Result: Shared bit-vector [s1] mod 2, - - - [$5] mod 2, Where s are the carry bits that occur when
adding z and y
L [p] = [z:] @ [wi] > Flags for carry propagation

2 [si] = [z - [yl
3: for j € {0,...,log,b—1} do

4.  for 0 €{0,...,2 —1} do

5: for m € {0,..., 5% — 1} do
6: t=2 4L +2 " m+1

7 d=2 4+2*m

8: [s:] = [se] @ ([pe] - [sa])
9: [p] = [p:] - [pd]

10: end for

11: end for

12: end for

Algorithm 11 Binary addition circuit

Data: Shared bit-vectors [[1] mod 2; - - - [€] mod 2], [[¥1] mod 2, - - - [¥6] mod 2]
Result: Shared bit-vector [[w1] mod 2, - - - [Wp+1] mod 2], Wwhere w =z + y

[[s1], .- .. [s]] <= Carry([[za], . .. [zo]], [[s] - - - [we]])
[wi] = [y1] @ [21]
. fori e {2,...,b} do
[wil = [vi] ® [z:] & [s:-1]
end for
[woi1] = [ss]

AN T

3.5 Zero-Knowledge from Garbled Circuits (and GC for
ZK)

Zero-knowledge protocols are one of the fundamental concepts in modern cryptography and
have countless applications. However, after more than 30 years from their introduction, there
are only very few languages (essentially those with a group structure) for which we can construct
zero-knowledge protocols that are efficient enough to be used in practice. This is problematic,
since zero-knowledge protocols (ZK) are one of the main building blocks in constructing MPC
protocols which are secure against malicious corruptions.

PRACTICE D13.1 Page 26 of 48



A Set of New Protocols PRACT'@

The paper described here [26] describes work that was done in AU and proposes a solution
to this problem. It is based on a slightly earlier work of AU and SAP [35] that presented a
protocol based on Yao’s garbled circuit technique that supports efficient zero-knowledge proofs
for generic languages (e.g., to prove statements of the form “I know = s.t. y = SHA-256(x)” for
a common input y). The new work in [26] shows that garbled circuits can be optimized for this
specific application.

3.5.1 Zero-Knowledge Vs. Generic 2PC

It is clear that zero-knowledge is a subset of secure two-party computation (i.e., any protocol for
generic secure computation can be used to do zero-knowledge, including those based of garbled
circuits). The main contribution of [35] is to construct an efficient protocol for the special case
of secure two-party computation where only one party has input (like in the zero-knowledge
case). The protocol achieves active security and is essentially only twice as slow as the passive
secure version of Yao’s garbled circuit protocol. This is a great improvement with respect to the
cut-and-choose technique to make Yao’s protocol actively secure, where the complexity grows
linearly with the security parameter.

3.5.2 Zero-Knowledge From Garbled Circuits

In Figure 3.4 a sketch of the ZK protocol proposed by Jawurek et al. [35] is shown. The protocol
proceeds as follows: The prover (acting as the receiver in the OT) uses the bits of his witness
x as choice bits in the OT while the verifier (acting as the sender in the OT) uses as input all
the pairs of keys of the garbled circuits. The verifier also sends the garbled circuit F'. Now if
the prover uses a valid witness, he can evaluate the garbled circuit and compute the output
key corresponding to the output bit 1. However, instead of disclosing this key at this stage,
the prover commits to it and waits for the verifier to prove that she constructed the garbled
circuit correctly (and acted honestly in the OT protocols as well). If this check goes through,
the prover opens the commitment and the verifier accepts the proof if the commitment contains
the key corresponding to the output bit 1. The main ideas behind the proof of security in [35]
are as follows: soundness (the verifier accepts only if the statement is true) is achieved thanks
to the authenticity property of garbled circuits — using the terminology of Bellare et al. [11].
At the same time the protocol is zero-knowledge (the verifier learns only that the statement
is true) because the prover verifies that she generates the GC honestly before disclosing any
information.

3.5.3 Garbled Circuits for Zero-Knowledge

In the last few years garbled circuits have been elevated from being merely a component in Yao’s
protocol for secure two-party computation, to a cryptographic primitive in its own right, fol-
lowing the growing number of applications that use GCs, including the zero-knowledge example
described above.

In [26] we have shown that due to the property of this particular application (i.e., one of the
parties knows all the secret input bits, and therefore all intermediate values in the computation),
we can construct more efficient garbling schemes specifically tailored to this goal.

As a highlight of the results in [26], in one of the constructions only one ciphertezt per gate
needs to be communicated and XOR gates never require any cryptographic operations. In
addition to making a step forward towards more practical ZK, we believe that this contribution
is also interesting from a conceptual point of view: in the terminology of Bellare et al. [11] these
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Zero-Knowledge Protocol Using Garbled Circuits

Prover’s input (z,y) Verifier’s input y

OT-Choose <{$i}z‘e[n])

(Fy,e,2Y) « Gb (1%, f,)
OT-Transfer (e) , F,

Z + Ev (Fya {szz}le["])
C = Commit (Z)
e = OT-OpenAll()
it Ve(f,,Fe)=1

then: Open Z
else: 0

Output (Z L zh.

Figure 3.4: Informal Description of Jawurek et al. ZK from GC.

garbling schemes achieve authenticity, but no privacy nor obliviousness, therefore representing
the first natural separation between those notions.

From a technical point of view, one of the main properties of Yao’s garbling scheme is that the
circuit evaluator cannot learn the values associated to the internal wires during the evaluation
of the garbled circuit. This implies that the evaluation of each garbled gate must be oblivious
(it must be the same for each input combination). The garbling schemes presented here give up
on this property and allow the evaluator to learn the values associated which each wire in the
circuit, who can explicitly use this knowledge to perform non-oblivious garbled gate evaluation.
This allows to reduce significantly the size of a garbled circuit and the computational overhead
for the circuit constructor. This does not have any impact on authenticity i.e., the only thing
that a malicious evaluator can do with a garbled input and a garbled circuit is to use them in
the intended way, that is to evaluate the garbled circuit on the garbled input and produce the
(correct) garbled output.

The new garbling schemes can be immediately plugged-in in the Zero-Knowlkedge Protocol
from the previous section, thus making it even more practical.

3.5.4 Overview of The Garbling Schemes

In a nutshell, the proposed garbling schemes work as follows: Consider a NAND gate, with
associate input keys L°, L', R°, R! for the left and right wire respectively, and output keys
O° O'. The circuit constructor needs to provide the evaluator with a cryptographic gadget
that, on input L%, R?, outputs the corresponding output key O*"*. Remember that our goal
is not privacy, but only authenticity, meaning that the evaluator is allowed to learn a and b
but even a corrupted evaluator should not learn O'~(*") In particular, this means that the
evaluator should learn O if and only if (iff) he holds both L' and R!. This can be ensured by
encrypting O° under both L' and R!.

On the other hand, it is enough that one of the inputs is 0 for the output to be 1, so it “should
be enough” to hold LY or RY to learn O!. In standard Yao GCs we do not want the evaluator to
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learn which of the three possible combinations of input keys he owns between (LY, R?), (L°, R!)
and (L', R%) (nor the output of the gate) and therefore we encrypt O' under all the three
possibilities in the same way as we encrypt the 0 key. But if the evaluator is allowed to know
which bits keys correspond to, we can simply encrypt O! separately under L° and R, thus
saving one encryption.

Note that, using the row-reduction technique, we can instead derive O° as O° = KDF(L', R')
and therefore we can remove one ciphertext from the garbled table. We now have two-choices:

e If we want to be compatible with the free-XOR technique the value O! is already deter-
mined by O° and the global difference A, and thus no more row-reduction is possible.

e Alternatively we can decide to give up on free-XOR and derive O' as O' = KDF(L?),
thus removing yet another ciphertext from the garbled table, that now contains only the
ciphertext C' = O' ® KDF(RP). In this case, we garble XOR gates as follows: We define
the output keys O° and O! respectively as O° = LY @ R and O' = L° @ R! and we
reveal the value C = L° @ R ® L' ® R'. Due to the symmetry of the XOR gate, now
the evaluator can always derive the correct output key. Note that now XOR gates do
not require any cryptographic operation but only the communication of a k-bit string (k
being the security parameter).
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Chapter 4

Order-Preserving Encryption for
Secure Database Qeuries

4.1 Optimal Average-Complexity Ideal-Security Order-
Preserving Encryption

4.1.1 Introduction

Order-preserving encryption enables performing many classes of queries — including range
queries — on encrypted databases. Popa et al. recently presented an ideal-secure order-preserving
encryption (or encoding) scheme [55], but their cost of insertions (encryption) is very high. Ker-
schbaum et al. presented an also ideal-secure, but significantly more efficient order-preserving
encryption scheme [40]. This scheme is inspired by Reed’s referenced work on the average
height of random binary search trees. And the scheme improves the average communication
complexity from O(nlogn) to O(n) under uniform distribution. Kerschbaum et al’s scheme
also integrates efficiently with adjustable encryption as used in CryptDB. In their experiments
for database inserts Kerschbaum et al. achieve a performance increase of up to 81% in LANs
and 95% in WANs.

4.1.2 Scheme

Kerschbaum et al’s order-preserving encryption algorithm builds a binary search tree as does
Popa et al’s. Kerschbaum et al’s is however not necessarily balanced and relies on the uniformity
assumption about the input distribution. They only balance the tree when necessary, i.e., then
an update operation is performed. This enables them to maintain the dictionary on the client
and therefore achieve a significant performance gain and compatibility with adjustable onion
encryption.

Consider the following example: N = 16 and M = 256. Let n =5, 1 = 13, 29 = 5, x3 = 7,
x4 = b and x5 = 12. Note that x5 = x4 is a duplicate. Then m =4, y; = 128, y, = 64, y3 = 96
and y5 = 112 (without necessity for any ciphertext modification). For this ordered sequence we
have j; = 2, jo = 3, j3 = 5, and j4, = 1, i.e,, z;, = 5, y;, = 64 and so on. The corresponding
binary search tree is visualized in Figure 4.1.

The input to the encryption algorithm is a plaintext x;. Encryption is stateful and stores an
ordered list of plaintext-ciphertext pairs (x;, ;). This list is initialized to (—1,—1), (N, M).
The output of the encryption, i.e. the ciphertext y;, is sent to the database server.
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X; =13 Xy =

o 13:128=[10000000, '~ 59 Ve - 64
1= 2=

5 : 64 = [01000000],

Xg=7 X5 =12

Vs = 96 ye =112
12 : 112 = [01110000],

0 1

0 7 : 96 = [01100000],

Figure 4.1: Search Trees for Insertion of 13, 5, 7, 12

We emphasize that the encryption algorithm is keyless. The state of the algorithm plays the
role of the key, i.e. it is secret information. The size of the state of the encryption algorithm
is the size of the dictionary of the database. It is therefore not necessary to keep a copy of
the data, but only of the dictionary. One can hence reap the same size benefits as dictionary
compression (roughly over a factor of 20 [54] which is already achieved for the dictionary and
the data identifier column).

The update algorithm potentially updates all ciphertexts produced so far. It re-encrypts all
(distinct) plaintexts in order, i.e. the median element first and so on. Thus, it produces a
(temporarily) balanced tree.

The state of the encryption algorithm is updated on the database client. This updated state
needs to be sent to the database server and its persistent data needs to be updated — potentially
all database rows. This affects not only the column store, but also the entire dictionary.
Finally, the decryption algorithm is a simple lookup in the state.

4.2 Frequency-Hiding Order-Preserving Encryption

4.2.1 Introduction

Kerschbaum et al. present a scheme that achieves a strictly stronger notion of security than
any other order-preserving encryption scheme so far [39]. The basic idea is to randomize the
ciphertexts to hide the frequency of plaintexts. Still, the client storage size remains small, in
their experiments up to 1/15 of the plaintext size. As a result, one can more securely outsource
large data sets, since Kerschbaum et al. also show that their security increases with larger data
sets. They clearly increase security while preserving the functionality for most queries relying
on the ordering information. However, they also increase client storage size and introduce a
small error in some queries. Kerschbaum et al. present a definition of a new, stronger security
notion for order-preserving encryption than indistinguishability under chosen plaintext attack
which they call indistinguishability under frequency-analyzing ordered chosen plaintext attack.
They also present a scheme implementing this notion including compression mechanisms.
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4.2.2 Scheme

Kerschbaum et al. initially proceed as the deterministic order-preserving encryption scheme of
[40] and insert plaintexts into a sorted binary tree in the order they are encrypted. They then
handle plaintexts that have already been encrypted differently. In this case, i.e. when inserted
plaintext and to be encrypted plaintext are equal, they traverse the tree in a randomly chosen
fashion and insert the new plaintext as a leaf.

<, <D,

Figure 4.2: Growing Search Tree for Sequence 0, 1,0, 1

We consider the example of a binary plaintext domain, e.g. male and female. We have 4
plaintexts x; € {0,1}. We insert the following sequence X = 0,1,0,1. We set the random coins
to the sequence 1,0. The resulting sequence of trees is depicted in Figure 4.2.

Figure 4.2 is divided into four subfigures numbered 1 to 4. Each depicts the search tree after
inserting one more element of the sequence with the new node in red. In subfigure 3 we see for
the first time a plaintext repeating, but inserted beneath a parent with a different plaintext.
We can trace the algorithm as follows: When inserting 0 for the second time, the algorithm
encounters a 0 at the root. Due to the random coins it traverses to the right, where it encounters
a 1 and must make a deterministic choice leading to the new leaf. In subfigure 4 we see that the
next 1 inserted and plaintext nodes interleaving. In larger plaintext domains even intermediate
elements can be placed at lower nodes.

Of course, repeated plaintexts can also be placed under parents with the same plaintext. If we
insert two more elements 0, 1 with random coins 0, 1, the search tree will look as in Figure 4.3.

4.2.3 Compression

Finally, the tree is compressed. We can compress the plaintext using regular dictionary com-
pression [1, 13, 63] and store repeated values as the index into the dictionary. Moreover, we
can further compress subtrees of repeated values. Kerschbaum et al. call subtrees of the same
plaintext clusters. In a cluster we do not need to store the plaintext for each node, instead we
just store it once in the root of the cluster. Instead of storing the tree structure we only store
its traversal thereby compressing the size of the pointers.
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Figure 4.3: Possible Search Tree for Sequence 0,1,0,1,0, 1
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Chapter 5

Protocols for Private Set Intersection

Private set intersection (PSI) allows two parties A and B with respective input sets X and
Y to compute the intersection X N'Y of their sets without revealing any information but the
intersection itself. Although PSI has been widely studied in the literature, many real-world
applications today use an insecure hash-based protocol instead of a secure PSI protocol, mainly
because of the insufficient efficiency of current PSI protocols.

In a sequence of works we presented improved PSI protocols that were more efficient by the
state of the art by at least an order of magnitude. The most advanced family of protocols
that we presented, denoted Phasing for Permutation-based Hashing Set Intersection, is a new
approach for constructing PSI protocols based on a hashing technique that ensures that hashed
elements can be represented by short strings without any collisions. The overhead of recent PSI
protocols depends on the length of these representations, and this new structure of construction,
together with other improvements, results in very efficient performance that is only moderately
larger than that of the insecure protocol that is in current real-world usage.

5.1 Contributions

The goal of this work was to enable PSI computations for large scale sets that were previously
beyond the capabilities of state-of-the-art protocols. The constructions that were designed
improve performance by more than an order of magnitude. These improvements were obtained
by generalizing the hashing approach of [51] and applying it to generic secure computation-
based PSI protocols. The hash function in [51] were replaced by a permutation which enables
to reduce the bit-length of internal representations. Moreover, several improvements to the
OT-based PSI protocol of [51] were presented. The contributions are next explained in more
detail:

Phasing: Using permutation-based hashing to reduce the bit-length of represen-
tations. The overhead of the best current PSI protocol [51] is linear in the length of the
representations of items in the sets (i.e., the ids of items in the sets). The protocol maps items
into bins, and since each bin has very few items in it, it is tempting to hash the ids to shorter
values and trust the birthday paradox to ensure that no two items in the same bin are hashed to
the same representation. However, a closer examination shows that to ensure that the collision
probability is smaller than 27, the length of the representation must be at least \ bits, which
is too long.

The new results utilize the permutation-based hashing techniques of [2] to reduce the bit-length
of the ids of items that are mapped to bins. These ideas were suggested in an algorithmic setting
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to reduce memory usage, and our new work is the first time that they are used in a cryptographic
or security setting to improve performance. Essentially, when using § bins the first log 8 bits
in an item’s hashed representation define the bin to which the item is mapped, and the other
bits are used in a way which provably prevents collisions. This approach reduces the bit-length
of the values used in the PSI protocol by log 3 bits, and this yields reduced overhead by up to
60%-75% for the settings we examined.

Circuit-Phasing: Improved circuit-based PSI. There is a great advantage in using
generic secure computation for computing PSI, since this enables to easily compute variants
of the basic PSI functionality. Generic secure computation protocols evaluate Boolean circuits
computing the desired functionality. The best known circuit for computing PSI was based on
the Sort-Compare-Shuffle circuit of [31]. The new work describes Circuit-Phasing, a new generic
protocol that uses hashing (specifically, Cuckoo hashing and simple hashing) and secure circuit
evaluation. In comparison with the previous approach, the new circuits have a smaller number
of AND gates, a lower depth of the circuit (which affects the number of communication rounds
in some protocols), and a much smaller memory footprint. These factors lead to a significantly
better performance.

OT-Phasing: Improved OT-based PSI. The new work introduces the OT-Phasing pro-
tocol which improves the OT-based PSI protocol of [51] as follows:

e Improved computation and memory. The length of the strings that are processed in
the OT is reduced from O(log® n) to O(logn), which results in a reduction of computation
and memory complexity for the client from O(nlog®n) to O(nlogn).

e 3-way Cuckoo hashing. The construction uses 3 instead of 2 hash functions to generate
a more densely populated Cuckoo table and thus decrease the overall number of bins and
hence OTs.

e Faster OT extension. The construction implements OT extension using fixed-key AES
hashing instead of the SHA hash function. This change improves the overhead since it
enables to use the AES-NI instruction.

OT-Phasing improves over state-of-the-art PSI both in terms of run-time and communication.
Compared to the previously fastest PSI protocol of [51], the new protocol improves run-time by
up to factor 10 in the WAN setting and by up to factor 20 in the LAN setting. Furthermore,
the new OT-Phasing protocol in some cases achieves similar communication as [49], which was
shown to achieve the lowest communication of all PSI protocols [51].

5.2 Evaluation

We report on our empirical performance evaluation of Circuit-Phasing and OT-Phasing schemes
suggested in [52]. We evaluate their performance separately (§5.2.1 and §5.2.2), since special
purpose protocols for set intersection were shown to greatly outperform circuit-based solutions
in [51]. (The latter are nevertheless of independent interest because their functionality can be
easily modified.)
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Benchmarking Environment We consider two benchmark settings: a LAN setting and a
WAN setting. The LAN setting consists of two desktop PCs (Intel Haswell i7-4770K with 3.5
GHz and 16GB RAM) connected by Gigabit LAN. The WAN setting consists of two Amazon
EC2 m3.medium instances (Intel Xeon E5-2670 CPU with 2.6 GHz and 3.75 GB RAM) located
in the US east coast (North Virginia) and Europe (Frankfurt) with an average bandwidth of
50 MB/s and average latency (round-trip time) of 96 ms.

We perform all experiments for a symmetric security parameter x = 128-bit and statistical
security parameter o = 40, using a single thread (except for GMW, where we use two threads
to compute OT extension), and average the results over 10 executions. In our experiments, we
frequently encountered outliers in the WAN setting with more than twice of the average run-
time, for which we repeated the execution. The resulting variance decreased with increasing
input set size; it was between 0.5% — 8.0% in the LAN setting and between 4% — 16% in the
WAN setting. Note that all machines that we perform our experiments on are equipped with
the AES-NI extensions which allows for very fast AES evaluation.

Implementation Details We instantiate the random oracle, the function for hashing into
smaller domains, and the correlation-robust function in OT extension with SHA256. We in-
stantiate the pseudo-random generator using AES-CTR and the pseudo-random permutation
in the server-aided protocol of [36] using AES. To compute the 2# x OTjt¢ functionality, we
use the random l-out-of-N OT extension of [42] and set u = 8, i.e., use N = 256, since
this was shown to result in minimal overhead in [51]. We measure the times for the func-
tion evaluation including the cost for precomputing the OT extension protocol and build on
the OT extension implementation of [3]. Our OT-Phasing implementation is available on-
line at https://github.com/encryptogroup/PSI and our Circuit-Phasing implementation is
available as part of the ABY framework of [24] at https://github.com/encryptogroup/ABY.
For Cuckoo hashing, we set ¢ = 0.2 and map n elements to 2(1 + €)n bins for 2-way Cuckoo
hashing and to (1 + €)n bins for 3-way Cuckoo hashing with a stash size that was set to keep
the failure probability low.

For OT-based PSI [51] and OT-Phasing, where the performance depends on the bit-length of
elements, we hash the o-bit input elements into a ¢ = o +log,(n;) 4 log,(nsy)-bit representation
using SHA256 if o > ¢. This decrease the performance impact of the bit-length.

We use a Yao’s garbled circuits implementation with most recent optimizations, including the
recent half-gate optimization of [62].

We emphasize that all implementations are done in the same programming language (C++), use
the same underlying libraries for evaluating cryptographic operations (OpenSSL for symmetric
cryptography and Miracl for elliptic curve cryptography), perform the plaintext-intersection of
elements using a standard hash map, are all executed using a single thread (except for the GMW
implementation which uses two threads), and run in the same benchmarking environment.

Protocol LAN WAN
n=28[n=22Tn=2Tn=2% [ n=22 n=2F [ n=210Tn=2%

Yao’s garbled circuits [60]

SCS [31] 309 3,464 63,857 — 2,878 20,184 | 301,512 —

Circuit-Phasing 376 3,154 39,785 — 3,004 17,133 | 178,865 —

Goldreich-Micali- Wigderson [28]

SCS [31] 626 2175 | 38,727 — [ 11,870 | 21,030 | 218,378 —

Circuit-Phasing 280 1,290 14,149 | 168,397 2,681 8,681 81,534 | 846,510

Table 5.1: Run-time in ms for generic secure PSI protocols in the LAN and WAN setting on
o = 32-bit elements.
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Protocol H n =28 n = 212 [ n = 216 n = 220 [ Asymptotic

Number of AND gates

SCS [31] 220,120 | 5,238,784 | 107,479,000 | *2,000,000,000 o(3nlogy(n) + 4n)
Circuit-Phasing || 297,852 | 3,946,776 49,964,540 600,833,968 (o —logy(n) — 2)(6(1 + E)HIJIL:‘“ + sn)
Communication in MB for Yao’s garbled circuits [60] and GMW [28]

SCS [31] 7 169 3,485 %64,850 ko (3nlog, (n) + 4n)
Circuit-Phasing 9 122 1,550 18,736 | 2k(o — logy(n) —2)(6(1 + e)nhllrfﬁ + sn)
Number of communication rounds for GMW [28]

SCS [31] 85 121 157 193 (Togo(0) + 4) logy (2n) + 4
Circuit-Phasing 5 5 5 5 logy (o)

Table 5.2: Number of AND gates, concrete communication in MB, round complexity, and
failure probability for generic secure PSI protocols on ¢ = 32-bit elements. Numbers with * are
estimated.

5.2.1 Generic Secure Computation-based PSI Protocols

For the generic secure computation-based PSI protocols, we perform the evaluation on a number
of elements varying from 2° to 2% and a fixed bit-length of ¢ = 32-bit. For n = 229 all
implementations, except Circuit-Phasing with GMW, exceeded the available memory, which is
due to the large number of AND gates in the SCS circuit (estimated 2 billion AND gates) and
the requirement to represent bits as keys for Circuit-Phasing with Yao, where storing only the
input wire labels to the circuit requires 1 GB. A more careful implementation, however, could
allow the evaluation of these circuits. We compare the sort-compare-shuffle (SCS) circuit of [31]
and its depth-optimized version of [51], with Circuit-Phasing, by evaluating both constructions
using Yao’s garbled circuits protocol [60] and the GMW protocol [28] in the LAN and WAN
setting. We use the size-optimized version of the SCS circuit in Yao’s garbled circuit and the
depth-optimized version of the circuit in the GMW protocol. The run-time of Circuit-Phasing
would increase linear in the bin size maxg, while the stash size s would have a smaller impact
on the total run-time as the concrete factors are smaller.

Run-Time (Table 5.1) Our main observation is that Circuit-Phasing outperforms the SCS
circuit of [31] for all parameters except Yao’s garbled circuits with small set sizes n = 2%. In
this case, the high stash size of s = 12 greatly impacts the run-time of Circuit-Phasing. When
evaluated using Yao’s garbled circuits, Circuit-Phasing outperforms the SCS circuit by a factor
of 1-2, and when evaluated using GMW it outperforms SCS by a factor of 2-5. Furthermore,
the run-time for Circuit-Phasing grows slower with n than for the SCS circuit for all settings
except for GMW in the WAN setting. There, the run-time of the SCS circuit grows slower
than that of Circuit-Phasing. This can be explained by the high number of communication
rounds of the SCS based protocol, which are slowly being amortized with increasing values
of n. The slower increase of the run-time of Circuit-Phasing with increasing n is due to the
smaller increase of the bin size mazs € O(3%-) vs. O(logn) for the SCS circuit, and the use of
permutation-based hashing, which reduces the bit-length of the inputs to the circuit. Note that
our Yao’s garbled circuits implementation suffers from similar performance drawbacks in the
WAN setting as our GMW implementation, although being a constant round protocol. This
can be explained by the pipelining optimization we implement, where the parties pipeline the
garbled circuits generation and evaluation. The performance drawback could be reduced by
using an implementation that uses independent threads for sending / receiving.

Communication (Table 5.2) Analogously to the run-time results, Circuit-Phasing improves
the communication of the SCS circuit by factor of 1-4 and grows slower with increasing values
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of n. The improvement of the round complexity, which is mostly important for GMW, is even
more drastic. Here, Circuit-Phasing outperforms the SCS circuit by a factor of 16-38. Note
that the round complexity of Circuit-Phasing only depends on the bit-length of items and is
independent of the number of elements.

Setting LAN WAN

Protocol n =28 [ n = 212 [ n = 216 [ n = 220 [ n = 224 n =28 [ n = 212 [ n = 216 [ n = 220
Naive Hashing™) 1 4 48 712 13,665 97 111 558 3,538
Server-Aided™*) [36] 1 5 78 1,250 20,053 198 548 2,024 7,737
DH-based ECC [49] 231 3,238 51,380 | 818,318 | 13,065,904 628 10,158 | 161,850 | 2,584,212
Bit-length o = 32-bit

OT PSI [51] 184 216 3,681 62,048 929,635 957 1,820 9,556 157,332
OT-Phasing 179 202 437 4,260 46,631 912 1,590 3,065 14,567
Bit-length o = 64-bit

OT PSI [51] 201 485 7,302 | 125,697 — 977 1,873 18,998 315,115
OT-Phasing 180 240 365 10,128 137,036 1,010 1,780 5,009 29,387
Bit-length o = 128-bit

OT PSI [51] 201 485 8,478 | 155,051 — 980 1,879 | 21,273 392,265
OT-Phasing 181 240 915 13,485 204,593 1,010 1,780 5,536 37,422

Table 5.3: Run-time in ms for protocols with n = n; = ny elements. (Protocols with *) are in
a different security model.)

[ Protocol [n=28n=2Tn=210Tn=2"7T n=27"] Asymptotic [bit]
Naive Hashing™*) 0.01 0.03 0.56 10.0 176.0 nil
Server-Aided™) [36] 0.01 0.16 2.5 40.0 640.0 (n1+n2+|XNY)k
DH-based ECC [49)] 0.02 0.23 156 740 | 1,200.0 (n1 + n2)p + nil
Bit-length o = 32-bit
OT PSI [51] 0.09 1.39 22.58 | 367.20 | 5,071.20 0.6n20k + 6110
OT-Phasing 0.06 0.73 874 | 1368 | 14944 | 24ngm([T2820202)]) (34 g0
Bit-length o = 64-bit
OT PSI [51] 0.14 2.59 1178 674.4 | 10,8864 0.6nr * min(l, o) + 6n10
OT-Phasing 0.09 1.34 18.34 2004 | 3,952.0 | 2.4ngr([mnbr) 1om22)]) 4 (34 s)n¢
Bit-length o = 128-bit
OT PSI [51] 0.14 2.59 1658 828.0 | 14,572.8 0.6n20r + 611l
OT-Phasing 0.09 1.34 20.74 367.2 | 5,795.2 2.4ngr([ 128200207 4 (34 5)nyl

Table 5.4: Communication in MB for PSI protocols with n = n; = ny elements. ¢ = o +
logy(n1) + logy(n2). Assuming intersection of size 1/2 - n for TTP-based protocol. (Protocols
with *) are in a different security model.)

5.2.2 Special Purpose PSI Protocols

For the special purpose PSI protocols we perform the experimental evaluation for equally sized
sets n, = ny and differently sized sets ny < ny, for set sizes ranging from 2% to 224 in the LAN
setting and from 28 to 22 in the WAN setting.

We compare OT-Phasing to the original OT-based PSI protocol of [51], the naive insecure
hashing solution, the semi-honest server-aided protocol of [36], and the Diffie-Hellmann (DH)-
based protocol of [49] using elliptic curves. Note that the naive hashing protocol and the server-
aided protocol of [36] have different security assumptions and cannot directly be compared to
the remaining protocols. We nevertheless included them in our comparison to serve as a base-
line on the efficiency of PSI. For the protocol of [36], we run the server routine that computes
the intersection between the sets on the machine located at the US east coast (North Virginia)
and the server and client routine on the machine in Europe (Frankfurt). For the original OT-
based PSI and OT-Phasing, we give the run-time and communication for three bit-lengths:
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short o = 32 (e.g., for IPv4 addresses), medium o = 64 (e.g., for credit card numbers), and
long o = 128 (for set intersection between arbitrary inputs).

Note that the OT-based PSI protocol of [51] and our OT-Phasing protocol both evaluate public-
key cryptography during the base-OTs, which dominates the run-time for small sets. However,
these base-OTs only need to be computed once and can be re-used over multiple sessions. In
the LAN setting, the average run-time for computing the 256 base-OTs was 125 ms while in
the WAN setting the run-time was 245 ms. Nevertheless, our results all contain the time for
the base-OTs to provide an estimation of the total run-time.

Experiments with Equal Input Sizes

In the experiments for input sets of equal size n = n; = ny we set n € {28, 212 216 220 924} iy
the LAN setting and n € {28,212 216 220} in the WAN setting. Note that for larger bit-lengths
o > 64 and for n = 2** elements, the memory needed for the OT-based PSI protocol of [51]
exceeded the available memory.

Run-Time (Table 5.3) As expected, the lowest run-time for the equal set-size experiments
is achieved by the (insecure) naive hashing protocol followed by the server-aided protocol of [36],
which has around twice the run-time. In the LAN setting, however, for short bit-length o = 32,
our OT-Phasing protocol nearly achieves the same run-time as both of these solutions (which
are in a different security model). In particular, when computing the intersection for n = 2
elements, our OT-Phasing protocol requires only 3.5 more time than the naive hashing protocol
and 2.5 more time than the server-aided protocol. In comparison, for the same parameters, the
original OT-based PSI protocol of [51] has a 68 times higher run-time than the naive hashing
protocol, and the DH-based ECC protocol of [49] has a four orders of magnitude higher run-time
compared to naive hashing.

While the run-time of our OT-Phasing protocol increases with the bit-length of elements, for
o = 128-bit its run-time is only 15 times higher than the naive hashing protocol, and is still
nearly two orders of magnitude better than the DH-based ECC protocol.

Overall, in the LAN setting and for larger sets (e.g., n = 22%), the run time of OT-Phasing is
20x better than that of the original OT-based PSI protocol of [51], and 60-278x better than
that of the DH-ECC protocol of [49].

When switching to the WAN setting, the run-times of the protocols are all increased by a factor
of 2-6. Note that the faster protocols suffer from a greater performance loss (factors of 5 and
6 for 22° elements, for the naive hashing protocol and server-aided protocol) than the slower
protocols (factor 3 for the DH-based and our OT-Phasing protocol and 2.5 for the OT-based PSI
protocol of [51]). This difference can be explained by the greater impact of the high latency of
97 ms on the run-time of the protocols. The relative performance among the protocols remains
similar to the LAN setting.

Communication (Table 5.4) The amount of communication performed during protocol
execution is often more limiting than the required computation power, since the latter can be
scaled up more easily by using more machines. The naive hashing approach has the lowest
communication among all protocols, followed by the server-aided solution of [36]. Among the
secure two-party PSI protocols, the DH-based ECC protocol of [49] has the lowest communi-
cation. In the setting for n = 22 elements of short bit-length ¢ = 32 bit, our OT-Phasing
protocol nearly achieves the same complexity as the DH-based ECC protocol, which is due to
the use of permutation-based hashing. This is quite surprising, as protocols that use public-key
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Setting LAN WAN
ng = 28 ng = 212 ng = 28 ng = 212

Protocol n =27 [ =2 n1 =2 [ n =22 [ n1 =2 [n1 =2 [ n; =2 [ ny =27
Naive Hashing(*) 464 7,739 466 7,836 560 2,775 562 2,797
Server-Aided ™) [36] 680 8,935 696 8,965 629 2,923 731 2,951
DH-based ECC [49] 4.2-10° | 6.8-10° 4.2-10° | 6.8-10° 1.1-10° | 1.7-108 1.1-10° | 1.7-10°
OT-Phasing

Bit-length o = 32 906 9,465 2,949 12,634 2,139 4,780 3,143 11,399

Bit-length o = 64 1,506 15,789 6,146 22,368 3,349 6,879 3,923 20,345

Bit-length o = 128 1,942 21,843 7,291 31,932 3,352 7,999 4,391 23,209

Table 5.5: Run-time in ms for PSI protocols with ny < n; elements. (Protocols with *) are in
a different security model.)

— 98 — 912
Protocol =2 ] 7712:_22& [ =2 ([ =27 | Zi = ;U [ =2 Asymptotic [bit]
Naive Hashing(*) 0.5 8.5 144.0 0.5 9.0 152.0 nil
Server-Aided™) [36] 1.0 16.0 256.0 1.1 16.1 256.1 (n1+n2+|XNYDx
DH-based ECC [49] 25 105 656.0 27 i1 664.1 (n1 + n2)p + il
OT-Phasing
Bit-length o = 32 1.1 18.1 288.1 2.0 18.9 3209 | 4.8ngr([ T8I TY) 4 o g
Bit-length o = 64 1.1 18.1 288.1 3.2 20.1 322.1 | 4.8ngr([ 82 Y) 4 o g
Bit-length o = 128 1.1 18.2 288.2 3.5 20.4 322.7 | 4.8ngr([ T 282 An2)]Y) 4 o g

Table 5.6: Communication in MB for special purpose PSI protocols with ny < n; elements.
0 = 0 +logy(ny) + logy(ns). Assuming intersection of size 1/2 - ny for the TTP-based protocol.
(Protocols with *) are in a different security model.)

cryptography, in particular elliptic curves, were believed to have much lower communication
complexity than protocols based on other cryptographic techniques.

In comparison to the original OT-based PSI protocol of [51], OT-Phasing reduces the com-
munication by factor 2.5 - 4. We can also observe that OT-Phasing reduces the impact when
performing PSI on elements of longer bit-length. In particular, OT-Phasing has lower commu-
nication overhead than the original OT-based PSI protocol for all combinations of elements and
bit-lengths. In fact, it even has a lower communication for ¢ = 128 than the original OT-based
PSI protocol has for o = 32.

Experiments with Different Input Sizes

For examining the setting where the two parties have different input sizes, we set n; €
{216,220 224} and ny € {2%,2'%} and run the protocols on all combinations such that ny < n.
Note that we excluded the original OT-based PSI protocol of [51] from the comparison, since
the bin size mazg becomes large when S < n and the memory requirement when padding
all bins to maxg elements quickly exceeded the available memory. In this setting, unlike the
equal input sizes experiments, we use h = 2 hash functions instead of h = 3, since this re-
sults in less total computation and communication. Since we use h = 2 hash functions, we
also increase the number of bins from 1.2n, to 2.4n,. Furthermore, we do not use a stash for
our OT-Phasing protocol with different input sizes, since the stash would greatly increase the
overall communication. However, not using a stash reveals some information on B’s set.

Run-Time (Table 5.5) Similar to the results for equal set sizes, the naive hashing protocol
is the fastest protocol for all parameters. The server-aided protocol of [36] is the second fastest
protocol but it scales better than the naive hashing protocol for increasing number of elements.
The best scaling protocol is our OT-Phasing protocol. It achieves the same performance as
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the server-aided protocol for ny, = 28, n; = 22 with short bit-length o = 32. For n; = 2** its
run-time is at most twice that of the server-aided protocol in both network settings.

When switching to the WAN setting, the run-times of all protocols are increased by a factor
4-6 while the relative performance between the protocols remains similar, analogously to the
equal set size experiments.

Communication (Table 5.6) As expected, the naive hashing solution again has the lowest
communication overhead. Surprisingly, our OT-Phasing protocol achieves nearly the same
communication as the server-aided protocol of [36] and has only two times the communication of
the naive hashing protocol for all bit-lengths. Furthermore, our OT-Phasing protocol requires
a factor of 2-3 less communication than the DH-based ECC protocol of [49] for nearly all
parameters. The low communication of our OT-Phasing protocol for unequal set sizes is due
to the low number of OTs performed.
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Chapter 6

Conclusion

The report described new protocols for secure multi-party computation. The main goal of the
work that was performed was to address the needs of applications, by improving the performance
of protocols which fit the requirements of the application scenarios that were described in
Deliverable D11.2 of this project. The protocols that were presented in this report have been
published in multiple research papers at top-tier conferences.

The results that was presented in this deliverable can be categorized into several categories:

e Chapter 2 described improved protocols for generic secure multi-party computation, namely
protocols that can be used for securely computing any function.

e Chapter 3 described improved building blocks for constructing secure protocols. Namely
better constructions of oblivious transfer, token-aided computation, secure arithmetic op-
erations, and zero-knowledge proofs, which are tools that are used by secure computation
protocols.

e Chapter 4 described new protocols for the specific problem of search on encrypted data.
In that setting the input (an encrypted database) is of a huge size, and therefore generic
protocols are not sufficiently efficient.

e Chapter 5 described improved protocols for the specific problem of computing the inter-
section of two private sets. This is a problem of high interest and therefore we designed
protocols that are tailored for solving this problem and are significantly more efficient
that applying generic protocols to this problems.

This deliverable is a preliminary report that was written after the second year of the project.
We are currently working on designing further improved protocols, based on our analysis ex-
perimentation of the current protocols.
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Chapter 7

List of Abbreviations

2PC Two party computation

ABY Arithmetic-Boolean-Yao

AES Advanced encryption standard

BMR the Beaver-Micali-Rogaway protocol

DH Diffie-Hellman

EC European Commission

ECC Elliptic curve cryptography

FHE Fully homomorphic encryption

GC Garbled circuit

GMW the Goldreich-Micali-Wigderson protocol
GRR Garbled row reduction

IR Ireland

MPC Multi-party computation

oT Oblivious transfer

SCS Sort-compare-shuffle

SPDZ the Damgard-Pastro-Smart-Zakarias protocol
PRF Pseudo random function

PSI Private set intersection

VA Virginia

ZK Zero knowledge
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